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Abstract. State space generation is a powerful formal method for analysis of concurrent and distributed finite state systems. It suffers from the state space explosion problem, however: the state space of a system can be far too large to be completely generated. The sleep set method is one way to try to avoid generating all of the state space when verifying a given property. This paper is concentrated on the transition selection function in the sleep set method applied to a labelled transition system to verify a simple safety property or the existence of enabled infinite transition sequences. The conditions found for the function can be used for combining the sleep set method with other analysis techniques.

Topic: distributed systems

1 Introduction

State space generation is a powerful formal method for detecting errors in such concurrent and distributed systems that have a finite state space. It suffers from the so called state space explosion problem, however: the state space of the system can be far too large with respect to the time and other resources needed to inspect all states in the space. Fortunately, many properties can be verified without inspecting all reachable states of the system.

Godefroid’s sleep set method [2, 3, 4, 5, 6, 7, 21] is a promising technique for alleviating the state space explosion problem. This method utilizes the independence of transitions to cut down on the number of states inspected during the verification of a property.

Labelled transition systems give a general framework for several models of concurrency. This paper is concentrated on the transition selection function in the sleep set method applied to a labelled transition system to verify a simple safety property or the existence of enabled infinite transition sequences. The conditions found for the function can be used for combining the sleep set method with other analysis techniques.

The rest of this paper has been organized as follows: in Section 2, we introduce labelled transition systems and define concepts related to them. In Section 3, we present the sleep set method and show some results concerning the method. We conclude in Section 4 by summarizing the results obtained and briefly discussing possible directions for future research.
2 Labelled Transition Systems

In this section we give definitions for labelled transition systems. As well-known, several models of concurrency can be described by means of labelled transition systems.

We shall use “iff” to denote “if and only if”. The power set (the set of subsets) of a set \(\mathcal{A}\) is denoted by \(2^\mathcal{A}\), The set of (total) functions from a set \(\mathcal{A}\) to a set \(\mathcal{B}\) is denoted by \((\mathcal{A} \rightarrow \mathcal{B})\). The set of natural numbers, including 0, is denoted by \(\mathbb{N}\). When we define finite sequences, we use \(\varepsilon\) to denote the empty sequence.

**Definition 1.** A labelled transition system (an LTS for short) is a quadruple \((\mathcal{S}, \Sigma, \Delta, s_0)\) such that \(\mathcal{S}\) and \(\Sigma\) are sets, \(\Delta \subseteq \mathcal{S} \times \Sigma \times \mathcal{S}\), and \(s_0 \in \mathcal{S}\). We call \(\mathcal{S}\) the set of states, \(\Sigma \) the set of actions, \(\Delta\) the set of transitions, and \(s_0\) the initial state. The set \(\Sigma \cup \Delta\) is called the set of events of the LTS. The function \(\alpha\) from \(\Delta\) to \(\Sigma\) is defined by

\[
\forall s \in \mathcal{S} \forall s' \in \mathcal{S} \forall a \in \Sigma \ (\langle s, a, s' \rangle \in \Delta \Rightarrow \alpha(\langle s, a, s' \rangle) = a).
\]

For any transition \(x\), the action \(\alpha(x)\) is called the action of the transition \(x\). An action \(a\) is firable from a state \(s\) to a state \(s'\) \((s[a]s'\) for short) iff \(\langle s, a, s' \rangle \in \Delta\). A transition \(x\) is firable from a state \(s\) to a state \(s'\) \((s[x]s'\) for short) iff \(x = \langle s, \alpha(x), s' \rangle\). An event \(x\) is enabled at a state \(s\) iff \(x\) is firable from \(s\) to some state. A state \(s\) is terminal iff no transition is enabled at \(s\).

**Definition 2.** Let \((\mathcal{S}, \Sigma, \Delta, s_0)\) be an LTS. For any \(\Gamma \subseteq \Sigma \cup \Delta\),

\[
\Gamma^0 = \{ \varepsilon \}, \quad \Gamma^n = \{ w \mid \exists \eta \in \mathbb{N} \ (w = \eta w) \}.
\]

The set \(\Delta^*\) is called the set of finite transition sequences of the LTS, and the set \((\Sigma \cup \Delta)^*\) is called the set of finite event sequences of the LTS. A finite event sequence \(w\) is firable from a state \(s\) to a state \(s'\) iff \(s[w]s'\) where

\[
\forall s \in \mathcal{S} \ s(w)s, \quad \forall s \in \mathcal{S} \forall s' \in \mathcal{S} \forall \eta \in \Sigma \cup \Delta^* \forall x \in \Sigma \cup \Delta \ s[\eta x]s' \Leftrightarrow (\exists s'' \in \mathcal{S} \ s[w]s'' \land s''[x]s').
\]

A finite event sequence \(w\) is enabled at a state \(s\) \((s[w]s)\) for short) iff \(w\) is firable from \(s\) to some state. A state \(s'\) is reachable from a state \(s\) by a finite event sequence \(w\) iff \(w\) is firable from \(s\) to \(s'\). A state \(s'\) is reachable from a state \(s\) iff some finite transition sequence is firable from \(s\) to \(s'\). A state \(s'\) is a reachable state iff \(s'\) is reachable from \(s_0\). Let \(f\) be a function from \(\mathcal{S}\) to \(2^\Delta\). A finite transition sequence \(w\) is \(f\)-firable from a state \(s\) to a state \(s'\) iff \(s[w]_{\mathcal{S}}s'\), where

\[
\forall s \in \mathcal{S} \ s[w]_{\mathcal{S}}s, \quad \forall s \in \mathcal{S} \forall s' \in \mathcal{S} \forall \eta \in \Delta^* \forall x \in \Delta \ s[\eta x]_{\mathcal{S}}s' \Leftrightarrow (\exists s'' \in \mathcal{S} \ s[w]_{\mathcal{S}}s'' \land x \in f(s) \land s''[x]s').
\]

A finite transition sequence \(w\) is \(f\)-enabled at a state \(s\) \((s[w]_{\mathcal{S}}s)\) for short) iff \(w\) is \(f\)-firable from \(s\) to some state.
**Definition 3.** Let \( \langle S, \Sigma, \Delta, s_0 \rangle \) be an LTS. The set \((N \to \Delta)\) is called the set of infinite transition sequences of the LTS. The function \( \varsigma \) from \((N \to \Delta) \times N\) to \( \Delta^* \) is defined by

\[
(\forall w \in (N \to \Delta)) \varsigma(w, 0) = \epsilon, \quad \text{and} \quad (\forall w \in (N \to \Delta), \forall n \in N) \varsigma(w, n + 1) = \varsigma(w, n)w(n).
\]

If \( w \) is an infinite transition sequence and \( \eta \in N \), \( \varsigma(w, \eta) \) is called the prefix of length \( \eta \) of \( w \). An infinite transition sequence \( w \) is enabled at a state \( s \) (\( s[w] \) for short) iff for each \( \eta \in N \), the prefix of length \( \eta \) of \( w \) is enabled at \( s \). The function \( \Omega \) from \( S \) to \( 2^{(N \to \Delta)} \) is defined by requiring that for each state \( s \), \( \Omega(s) \) is the set of those infinite transition sequences that are enabled at \( s \). Let \( f \) be a function from \( S \) to \( 2^{\Delta} \). An infinite transition sequence \( w \) is \( f \)-enabled at a state \( s \) (\( s[w] \) for short) iff for each \( \eta \in N \), the prefix of length \( \eta \) of \( w \) is \( f \)-enabled at \( s \). We say that \( f \) is tough-lived iff for each reachable state \( s \),

\[
\Omega(s) \neq \emptyset \Rightarrow (\exists w \in \Omega(s)) s[w]f.
\]

**Definition 4.** Let \( \langle S, \Sigma, \Delta, s_0 \rangle \) be an LTS. A transition sequence \( v \) is an alternative sequence of a finite transition sequence \( w \) from a state \( s \) to a state \( s' \) iff \( v \) is a finite transition sequence, \( s[w]s' \), and \( s[v]s' \). A transition sequence \( v \) is a length-secure alternative sequence of a finite transition sequence \( w \) from a state \( s \) to a state \( s' \) iff \( v \) is an alternative sequence of \( w \) from \( s \) to \( s' \) not longer than \( w \). The function \( \vartheta \) from \( \Delta^* \times S \times S \) to \( 2^{(\Delta^*)} \) is defined by requiring that for each finite transition sequence \( w \), and for each state \( s \) and \( s' \), \( \vartheta(w, s, s') \) is the set of length-secure alternative sequences of \( w \) from \( s \) to \( s' \). Let \( \psi \) be a truth-valued function on \( S \). A state \( s \) is a \( \psi \)-state iff \( \psi(s) \) is true. Let \( f \) be a function from \( S \) to \( 2^{\Delta} \). We say that \( f \) represents all sets of alternative sequences to \( \psi \)-states iff for each reachable state \( s \) and for each \( \psi \)-state \( s' \),

\[
(\forall w \in \Delta^*) s[w]s' \Rightarrow (\exists v \in \Delta^*) s[v]s'.
\]

Correspondingly, \( f \) represents all sets of length-secure alternative sequences to \( \psi \)-states iff for each reachable state \( s \) and for each \( \psi \)-state \( s' \),

\[
(\forall w \in \Delta^*) s[w]s' \Rightarrow (\exists v \in \vartheta(w, s, s')) s[v]f.
\]

Clearly, a function representing all sets of length-secure alternative sequences to \( \psi \)-states represents all sets of alternative sequences to \( \psi \)-states. We say that a function \( f \) from \( S \) to \( 2^{\Delta} \) represents all sets of (length-secure) alternative sequences to terminal states iff \( f \) represents all sets of (length-secure) alternative sequences to \( \psi \)-states in the case where \( \psi \) is the characteristic function of the set of terminal states.
3 Sleep Set Method

In this section we present the sleep set method. We concentrate on a generalized version of Wolper’s and Godefroid’s terminal state detection algorithm [21]. The generalized version is in Figure 1. The intuitive idea of the algorithm is to eliminate such redundant transition sequences that are not eliminated by the transition selection function \( f \). The LTS \( \langle S, \Sigma, \Delta, s_0 \rangle \) is assumed to be such that \( S \cup \Sigma \) is finite. The algorithm computes an LTS \( \langle S, \Sigma, \nabla, s_0 \rangle \) such that \( \nabla \subseteq \Delta \).

From the finiteness of \( S \cup \Sigma \) and from the fact that the set \( \text{Act} \) constructed during one visit to a state does not intersect with the sets \( \text{Act} \) constructed during the other visits to the state it follows that the execution of the algorithm takes a finite time only.

The function \( \psi \) can be any truth-valued function on \( S \). To be practical, we can think that \( \psi(s) \) is true iff a given simple safety property holds. By “simple” we mean that \( \psi(s) \) can be computed without inspecting any other state than \( s \).

The construction of \( \nabla \) can be omitted if only the detection of reachable \( \psi \)-states is of interest.

We use actions much in the same way as Wolper and Godefroid use program transitions in their terminal state detection algorithm in [21]. One might think that our approach is thus more coarse than the approach used in [21]. However, if we have a global LTS of the form defined in [21], we can relabel each global transition [21] by the program transition of the global transition, and apply our algorithm to the resulting LTS. In practice, a global transition can be relabelled when used for the first time, whereas the unused global transitions need no relabelling.

**Theorem 5.** Let \( \langle S, \Sigma, \Delta, s_0 \rangle \) be an LTS such that \( S \cup \Sigma \) is finite. Let \( \psi \) be a truth-valued function on \( S \). Let \( f \) be a function from \( S \) to \( 2^\Delta \) such that \( f \) represents all sets of length-secure alternative sequences to \( \psi \)-states. Then the algorithm in Figure 1 finds all reachable \( \psi \)-states.

**Proof.** Let \( s_d \) be a reachable \( \psi \)-state.

(i) We first prove that if \( X \subseteq \Sigma \), a finite transition sequence \( w \) is firable from a state \( s \) to \( s_d \), and for each \( v \) in \( \psi(w, s, s_d) \), the first action of \( v \) is not in \( X \), then, if \( \langle s, X \rangle \) is pushed onto the stack, some element having \( s_d \) as the first component will be or has already been popped from the stack. By \( \psi \) we mean the \( \psi \) of the LTS \( \langle S, \Sigma, \Delta, s_0 \rangle \). By the first action of a transition sequence we mean the action of the first transition of the sequence.

The proof proceeds by induction on the length of \( w \). For \( w = \varepsilon \), the result is immediate. Now, assume the proposition holds for finite transition sequences of length less than or equal to \( n \), where \( n \geq 0 \), and let us prove that it holds for a finite transition sequence \( w \) of length \( n + 1 \). Let \( X \) be a subset of \( \Sigma \), \( w \) be firable from a a state \( s \) to \( s_d \), and \( \langle s, X \rangle \) have been pushed onto the stack. Let it also be the case that for each \( v \) in \( \psi(w, s, s_d) \), the first action of \( v \) is not in \( X \). Let us consider the steps immediately following the popping of \( \langle s, X \rangle \) from the stack. If \( s = s_d \), the element \( \langle s_d, X \rangle \) has then been popped from the stack. From now on, we assume that \( s \neq s_d \).
We first consider the case where \( s \) is not already in \( H \). Since \( s \not\in H \), \( s \not\in \delta_d \), and \( f \) represents all sets of length-secure alternative sequences to \( \psi \)-states, at least one transition in \( f(s) \) is the first transition of some sequence in \( \vartheta(w, s, s_d) \). Moreover, the action of such transition is in \( \Sigma \setminus X \), so every such transition is fired at \( s \). Let \( x_1 \) be the first of such transitions in the firing order. Then there exists a finite transition sequence \( w' \) such that \( x_1w' \) is in \( \vartheta(w, s, s_d) \). From the definition of \( \vartheta \) it follows that \( s[x_1w']_{s_d} \) and \( x_1w' \) is not longer than \( w \). The length of \( w' \) is thus less than or equal to \( \eta \). Let \( x_1 \) be fireable from \( s \) to a state \( s' \). Then \( s'[w']_{s_d} \). Let \( \delta(s', X') \) be pushed onto the stack when firing \( x_1 \) from \( s \) to \( s' \). We show that for each \( \nu \) in \( \vartheta(w', s', s_d) \), the first action of \( \nu \) is not in \( X' \).

Indeed, assume the opposite, i.e., there exists some transition \( x' \) such that
\(\alpha(x')\) is in \(X\), and for some finite transition sequence \(\nu', x'\nu'\) is in \(\vartheta(w', s', s_d)\). Clearly, then \(x_1x'\nu'\) is in \(\vartheta(w, s, s_d)\). If \(\alpha(x')\) is in Sleep during the execution of the outermost "for-loop", then every state reachable from \(s'\) by \(\alpha(x')\) is reachable from \(s\) by \(\alpha(x')\alpha(x_1)\), so there exist transitions \(x_2\) and \(x''\) such that \(\alpha(x_2) = \alpha(x')\), \(\alpha(x'') = \alpha(x_1)\), and \(x_2x''\nu'\) is in \(\vartheta(w, s, s_d)\). From the condition satisfied by \(X\) it then follows that \(\alpha(x_2)\) is not in \(X\), a contradiction with the assumption that \(\alpha(x') = \alpha(x_2)\) is in Sleep = \(X\). The action \(\alpha(x')\) thus cannot be in Sleep during the execution of the outermost "for-loop". This means that \(\alpha(x')\) has been inserted into newSleep in the outermost "for-loop" before firing \(x_1\). Moreover, every state reachable from \(s'\) by \(\alpha(x')\) is reachable from some \(s_\alpha \in S_2\) by \(\alpha(x_1)\) where \(S_2\) is the set associated with \(\alpha(x')\) in Succ. Consequently, there exist transitions \(x_2\) and \(x''\) such that \(\alpha(x_2) = \alpha(x')\), \(\alpha(x'') = \alpha(x_1)\), \(x_2x''\nu'\) is in \(\vartheta(w, s, s_d)\), and \(x_2\) is either \(x_1\) itself or fired after \(x_1\). The action \(\alpha(x') = \alpha(x_2)\) is thus not in newSleep at the time when \(x_1\) is fired. This is a contradiction. The inductive hypothesis can thus be used to establish that some element having \(s_d\) as the first component will be or has already been popped from the stack.

We now consider the case where \(s\) already appears in \(H\). Let \(Y \subseteq \Sigma\) be such that \(\langle s, Y \rangle\) is in \(H\). All those transitions that are enabled at \(s\) and have their actions in \(Y \setminus X\) are fired. There are two situations: either some action in \(Y\) is the first action of some sequence in \(\vartheta(w, s, s_d)\), or no such action exists. In the first situation, we can choose a transition analogous to the above \(x_1\) and proceed as above.

Let us now turn to the second situation in which no action in \(Y\) is the first action of any sequence in \(\vartheta(w, s, s_d)\). This can be the case either because no action in \(Y_0\) is the first action of any sequence in \(\vartheta(w, s, s_d)\) where \(Y_0\) is the sleep set entered in \(H\) with \(s\) when \(s\) was inserted into \(H\), or because there are some \(Y''\) and \(Z\) such that \(\langle s, Z \rangle\) was popped from the stack before popping \(\langle s, X \rangle\) from the stack, \(\langle s, Y'' \rangle\) was in \(H\) at the time of the popping of \(\langle s, Z \rangle\) from the stack, some action in \(Y''\) is the first action of some sequence in \(\vartheta(w, s, s_d)\), and no action in \(Y'' \cap Z\) is the first action of any sequence in \(\vartheta(w, s, s_d)\). In the former case, we can proceed as above with \(Y_0\) in the place of \(X\). In the latter case, we can proceed as above with \(Z\) in the place of \(X\), taking into account the fact that \(\text{Sleep} = Y'' \cap Z\) during the execution of the outermost "for-loop".

(ii) The algorithm in Figure 1 starts by pushing \(\langle s_0, \emptyset \rangle\) onto an empty stack. From the result shown in part (i) it thus follows that some element having \(s_d\) as the first component will be popped from the stack.

If we choose \(\psi\) to be the characteristic function of the set of terminal states and \(f\) to be a function preserving all sets of length-secure alternative sequences to terminal states, Theorem 5 states that the algorithm in Figure 1 finds all reachable terminal states. For example, we can choose \(f\) to be any stubborn set generator \([11, 12, 13, 14, 15, 16, 17, 18, 19, 20]\) since every stubborn set generator preserves all sets of length-secure alternative sequences to terminal states. This is the case for every definition of stubbornness we have seen, and also for dynamic stubbornness \([11, 16, 19, 20]\) and conditional stubbornness \([5]\) which are generalizations of stubbornness. The sleep set method can thus be
combined with the stubborn set method in the detection of reachable terminal states without any assumption on the stubborn sets used.

Godefroid, Piroth, and Wolper [5, 21] have shown the compatibility of the sleep set method and the stubborn set method in the detection of reachable terminal states in the case where the effective parts of the stubborn sets used are persistent. They have utilized the property that persistent set generators "represent all conditional traces [5, 8] to terminal states". As shown in [20], it is easy to define quite practical stubborn set generators which do not have that property.

Theorem 5 has the consequence that if for each encountered state, the transition selection function chooses all enabled transitions, then the algorithm in Figure 1 visits all reachable states. Koutny and Pietkiewicz-Koutny [9] have shown that the sleep set algorithm presented by Godefroid, Holzmann, and Piroth in [3] does not have this property though claimed so in [3]. Moreover, the examples in [9] suggest that it is hard to find any interesting class of problems that could be completely solved using the sleep set algorithm in [3]. We thus obtain the following heuristic: a good sleep set algorithm visits all reachable states if the transition selection function selects all enabled transitions.

The report [20] contains an example which shows that the statement obtained from Theorem 5 by removing the word "length-secure" is not valid. The example utilized the fact that if the initial sleep set of a state is empty, further visits to the state have no effect. Infinite transition sequences can thus be fatal if we use the algorithm in Figure 1 without care. A more positive feature related to infinite transition sequences is stated in Theorem 6.

**Theorem 6.** Let \( \langle S, \Sigma, \Delta, s_0 \rangle \) be an LTS such that \( S \cup \Sigma \) is finite. Let \( f \) be a tough-lived function from \( S \) to \( 2^\Delta \). If no infinite transition sequence is enabled at \( s_0 \) in the LTS \( \langle S, \Sigma, \nabla, s_0 \rangle \) at the end of the execution of the algorithm in Figure 1, then no infinite transition sequence is enabled at \( s_0 \) in the LTS \( \langle S, \Sigma, \Delta, s_0 \rangle \).

**Proof.** (i) We first prove that if \( X \subseteq \Sigma, s \in S, \Omega(s) \neq \emptyset \), for each \( v \in \Omega(s) \), \( \alpha(v(0)) \) is not in \( X \), and \( \langle s, X \rangle \) is pushed onto the stack, then there is a transition \( x, \) a set \( X' \subseteq \Sigma \) and a state \( s' \) such that \( x \) will be or has already been fired from \( s \) to \( s' \), \( \langle s', X' \rangle \) will be or has already been pushed onto the stack, \( \Omega(s') \neq \emptyset \), and for each \( v \in \Omega(s') \), \( \alpha(v(0)) \) is not in \( X' \). By \( \Omega \) we mean the \( \Omega \) of the LTS \( \langle S, \Sigma, \Delta, s_0 \rangle \).

Let \( X \) be a subset of \( \Sigma \), \( s \) be a state such that \( \Omega(s) \neq \emptyset \), and \( \langle s, X \rangle \) have been pushed onto the stack. Let it also be the case that for each \( v \in \Omega(s) \), \( \alpha(v(0)) \) is not in \( X \). Let us consider the steps immediately following the popping of \( \langle s, X \rangle \) from the stack.

We first consider the case where \( s \) is not already in \( H \). Since \( \Omega(s) \neq \emptyset \) and \( f \) is tough-lived, at least one transition in \( f(s) \) is the first transition of some sequence in \( \Omega(s) \). Moreover, the action of such transition is in \( \Sigma \setminus X \), so every such transition is fired at \( s \). Let \( x_1 \) be the first of such transitions in the firing order. Let \( x_1 \) be firable from \( s \) to a state \( s' \). Clearly, then \( \Omega(s') \neq \emptyset \). Let \( \langle s', X' \rangle \) be pushed onto the stack when firing \( x_1 \) from \( s \) to \( s' \). We show that for each \( v \) in \( \Omega(s') \), \( \alpha(v(0)) \) is not in \( X' \).
Indeed, assume the opposite, i.e., there exists some \( v' \in \Omega(s') \) such that 
\( \alpha(v'(0)) \) is in \( X' \). If \( \alpha(v'(0)) \) is in \( \text{Sleep} \) during the
execution of the outermost “for-loop” then every state reachable from \( s' \) by 
\( \alpha(v'(0)) \) is reachable from \( s \) by \( \alpha(v'(0)) \alpha(x_1) \), so there exists
an infinite transition sequence \( w \) such that
\( w \) is in \( \Omega(s) \), and \( \alpha(w(0)) = \alpha(v'(0)) \). From the condition satisfied by \( X \)
it then follows that \( \alpha(w(0)) \) is not in \( X \), a contradiction with the assumption
that \( \alpha(v'(0)) = \alpha(w(0)) \) in \( \text{Sleep} = X \). The action \( \alpha(v'(0)) \) thus cannot be
in \( \text{Sleep} \) during the execution of the outermost “for-loop”. This means
that \( \alpha(v'(0)) \) has been inserted into \( \text{newSleep} \) in the outermost “for-loop” before
firing \( x_1 \). Moreover, every state reachable from \( s' \) by \( \alpha(v'(0)) \) is reachable from
some \( s_2 \in S_2 \) by \( \alpha(x_1) \) where \( S_2 \) is the set associated with \( \alpha(v'(0)) \) in \( \text{Succ} \).
Consequently, there exists an infinite transition sequence \( w \) such that \( w \) is in
\( \Omega(s) \), \( \alpha(w(0)) = \alpha(v'(0)) \), and \( w(0) \) is either \( x_1 \) itself or fired after \( x_1 \).
The action \( \alpha(v'(0)) = \alpha(w(0)) \) is thus not in \( \text{newSleep} \) at the time when \( x_1 \) is fired.
This is a contradiction.

The case where \( s \) already appears in \( H \) can be handled by repeating the
Corresponding part of the proof of Theorem 5 with the exception that the expression
\( \Omega(s) \) is in the place of the expression \( \vartheta(w, s, s_d) \).

(ii) The algorithm in Figure 1 starts by pushing \( (s_0, 0) \) onto an empty stack.
If \( \Omega(s_0) \neq \emptyset \), using the result shown in part (i) we can construct an
infinite transition sequence which is enabled at \( s_0 \) in the \LTS \( (S, \Sigma, \nabla, s_0) \) at the end of
the execution of the algorithm.

From Theorem 6 it follows that we can detect the existence of enabled infinite
transition sequences from the reduced \LTS. Alternatively, one can add on-the-fly
loop detection to the algorithm in Figure 1 in such a way that the first loop of
states found terminates the execution of the algorithm. Then there is no need
to construct \( \nabla \) since the construction of \( \nabla \) affects neither the set of visited
states nor the order of visiting. Since every stubborn set generator is tough-
lived [12, 13, 14, 16, 17, 20], the stubborn set method and the sleep set method
can be combined in the detection of the existence of enabled infinite transition
sequences without any assumption on the stubborn sets used.

Let’s consider the complexity of the algorithm in Figure 1. The cumulative
time per state spent in the outermost “for-loop” is at most proportional to \( \mu^3 \rho^2 \),
where \( \mu \) is the maximum number of states reachable from a state by an action,
\( \rho \) is the maximum number of enabled actions of a state, and all visits to the
state are counted. This is based on the fact that each sleep set associated with a
state contains only actions that are enabled at the state. The time per visit to a
state spent in the operations related to \( H \) is the time of the search for the state
plus a time that is at most proportional to \( \rho \). The searches in \( H \) are something
that cannot be avoided easily whether or not we use sleep sets at all. Clearly,
the time taken by the computation of \( f(s) \) and \( \psi(s) \) can be anything depending
on \( f \) and \( \psi \). If \( \psi \) is the characteristic function of the set of terminal states, then
the expression “if \( \psi(s) \) is true” in the algorithm in Figure 1 can be replaced by
the expression “if \( \text{Act} \) and \( \text{Sleep} \) are both empty”. It depends much on the \LTS
how many times a state is visited and how many simultaneous occurrences of a
state there are in the stack. One stack element requires space for the state and
at most $p$ actions. It is not necessary to store copies of states and actions since
pointers suffice.

4 Conclusions

We have presented weak but sufficient conditions for the transition selection
function used in the sleep set method applied to a labelled transition system.
We have shown that a function representing all sets of length-secure alternative
sequences to $\psi$-states is sufficient in the detection of reachable $\psi$-states, and a
tough-lived function suffices in the detection of the existence of enabled in-
finite transition sequences. These results can be used for combining the sleep set
method with other analysis techniques. For example, the sleep set method can
be combined with the stubborn set method in the detection of reachable ter-
inal states and the existence of enabled infinite transition sequences without any
assumption on the stubborn sets used.

The sleep set method is applicable to many purposes in addition to those
considered in this paper. The conditions for the transition selection functions
in the different versions of the sleep set method should be studied. One goal
is to combine the sleep set method with the stubborn set method in on-the-fly
verification of linear time temporal logic formulae. It is well-known that both
methods alone can be used for that purpose [10, 18, 21].
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