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ABSTRACT
In this paper, we describe our approach for video summa-
rization that was applied to the BBC rushes material as part
of the TRECVID 2007 evaluations. The method consists of
initial shot boundary detection followed by shot similarity
assessment and pruning, with both stages implemented us-
ing multiple parallel Self-Organizing Maps and within our
content-based multimedia information retrieval and analy-
sis framework named PicSOM. The results indicate that our
approach can be successfully applied to rushes summariza-
tion. Compared to other submissions, our method resulted
in the overall shortest summaries with close to median per-
formance in the fraction of ground-truth inclusions found.

Categories and Subject Descriptors
H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing; H.5.1 [Information Interfaces and
Presentation]: Multimedia Information Systems—Evalua-
tion/methodology

General Terms
Experimentation, Algorithms

Keywords
video summarization, self-organizing map

1. INTRODUCTION
Video summarization is a process where a long video is

converted to a considerably shorter form. The produced
summary can then be used e.g. to facilitate efficient search-
ing and browsing of video files in large collections. The aim
of automatic summarization is to preserve as much as possi-
ble from the essential content of the original video without
any manual input required. What constitutes essential con-
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Figure 1: An overview of the used summarization
algorithm.

tent in videos is naturally subjective and dependent on the
intended use of the videos and their overall content.

In this paper, we provide a description of our approach
to the BBC rushes summarization task [8] of TRECVID
2007 [10]. We use a multiple-stage method shown in Fig. 1
where the first and third stages are implemented using mul-
tiple parallel Self-Organizing Maps (SOMs) [4]. The SOM
is an artificial neural network capable of dimensionality re-
duction by a topology-preserving mapping.

First, we apply our shot boundary detection algorithm to
the rushes videos. For each video, this provides us with lists
of shots, which are used in the following stages as basic units
of processing. We detect and remove unwanted shots (color
bar test screens, all black or white frames) from the videos,
and apply face detection and motion activity estimation.
Next, we compute the visual similarities between all pairs of
shots and remove overly similar shots. Each remaining shot
is then represented in the summary with a one-second clip,
with the audio track not included. The selected clips are
combined using temporal ordering and fade-outs and fade-
ins from black.

The rest of the paper is organized as follows. Section 2
provides an overview of the SOM-based shot boundary de-
tection algorithm. Section 3 describes the methods used for
content-based shot pruning and inter-shot similarity evalu-
ation. Section 4 provides a description of our strategy for
selecting representative one-second clips from the remaining
shots. Section 5 discusses the obtained results compared to
other submissions, and Section 6 concludes the paper with
lessons learned and some final remarks.

2. SHOT BOUNDARY DETECTION
We used a video shot boundary detection algorithm [7, 9]

that spots discontinuities in the visual stream by monitoring
video frame trajectories on SOMs. The SOM can be used to
visualize high-dimensional data on a two-dimensional lat-
tice. Plotting a trajectory is a highly useful visualization
technique that can be used when handling data vectors that
vary as a function of some scalar variable, usually time. A
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Figure 2: An example of a video trajectory on a
SOM. Consecutive frame BMUs are connected to
form the trajectory.

temporal SOM trajectory is the“path”that the data mapped
on a SOM traverses as time advances. At each time step a
feature vector is first calculated from the data, and then
the vector is mapped to the best-matching unit (BMU) on
the map. When visualizing the trajectory, the consecutive
BMUs can be connected with a line to form the full path.
An example of such a trajectory of consecutive video frames
is shown in Fig. 2.

SOM trajectories can be used to monitor changes in the
input data over time. They have been applied to various
tasks including speech recognition [3] and chemical process
monitoring [11]. Similar vectors are mapped spatially close
to each other on the SOM, and thus the trajectory should
hover over the same map region if the input vectors do not
change significantly. On the other hand, when there is a
sudden large change between the values of consecutive in-
put vectors, there should be a relatively large leap in the
trajectory on the map from some region to another. If the
input vector values drift slowly over time in the input vector
space from some region to another, there should also occur
an analogous drift in the SOM trajectory.

We use the evolution of the frame trajectory to monitor
the rate of change in consecutive frames by observing the
distances between the consecutive trajectory points. This
approach is taken in the shot boundary detection method
described in [7], and also used in these experiments. The
SOM mapping compensates for the probability density dif-
ferences in the feature space, and consequently distances
between SOM coordinates are more informative than dis-
tances between plain feature vectors. The method compares
two sliding best-matching unit windows instead of just mea-
suring distances between two trajectory points, which in-
creases the robustness of the detector. The robustness is
further enhanced by using a committee machine of multiple
SOM-based detectors.

In these experiments, we used large (256×256 map units)
SOMs trained with three different visual features extracted
from all the frames of the development set. The used fea-
tures were: color layout (DCT coefficients of average color
in 20×20 grid), edge co-occurrence and edge histogram (co-
occurrence matrix and histogram, respectively, of four So-
bel edge directions). The frames of the test videos were
then directly mapped to their feature-wise BMUs on these

parallel SOMs. The shot boundary detection parameters
were learned with the development set using a manually-
generated ground truth for one of the development videos.
Due to the diverse material found in the development videos,
these parameters resulted in a large number of shots for
some of the videos and only a few shots for some others.
The average length of shots varied from 4.7 seconds to 430
seconds within the videos in the development set. A large
number of resulting shots was deemed relatively harmless
since the overly similar shots will be pruned at a later stage
(Section 3.2). On the other hand, detecting too few shots
constituted a problem as our current method supports the
inclusion of only one clip from each shot. Therefore, to in-
crease the number of shots detected we conditionally reduced
the value of the vote result threshold Tv (see [7]) from its
initial value of Tv = 1.0. We used Tv = 0.8 if the aver-
age length of shots was initially more than 30 seconds and
Tv = 0.6 if it was more than 100 seconds.

3. SHOT EVALUATION
After the shot boundaries have been detected, we proceed

to the rejection of undesired or uninformative shots. Then,
for the remaining shots, we estimate the novelty values of
the shots for the purpose of selecting as different shots as
possible to the summary.

3.1 Detection of Special Contents
A video summary should be concise, but still contain the

most noteworthy or special contents of the original video.
Similarly, any useless or trivial parts of the material should
not appear in the summaries. Both the noteworthy and
useless types of content are naturally domain-specific. In
this work, we detect certain types of content by using spe-
cialized detectors. In order to follow the standard naming
convention of semantic multimedia analysis, we denote these
special types of content as concepts, although in this work
the detected concepts are of rather low level.

We use simple feature-space detectors for the following
three concepts: color bar test screens (cb), black frames (bf)
and white frames (wf). Due to their simplicity, these con-
cepts were detected using Euclidean distance thresholds in
the color layout feature space.

For face detection (fd), we used the detector included in
Intel’s OpenCV Library1. The detector is based on Haar-like
features and a cascade of boosted tree classifiers. Further-
more, the face candidates returned by the OpenCV detector
were pruned by using a simple skin color detector in the
YCbCr color space [1].

For motion activity (ma) information, we extracted the
thresholded intensity from the MPEG-7 Motion Activity de-
scriptor [2] for one second intervals from the entire videos.

After running the concept detectors, we analyzed the con-
tent of each shot based on the concepts detected within the
frames of the shot. A shot i was rejected from further pro-
cessing if

−
X

k∈{cb,bf,wf}
wk log(ck(i) + 1) +

X

k∈{fd,ma}
wk log(ck(i) + 1) < 0 (1)

where wk > 0 are heuristically set weights for the concepts
and ck(i) the number of frames in shot i marked positive for
the concept k.

1http://www.intel.com/technology/computing/opencv/

46



Figure 3: Representative frames and SOM signatures of three video shots.

3.2 Shot Similarity Pruning
We determine the novelty of a shot based on the shots’

visual contents using a SOM-based method described in this
section. For simplicity, we assume here that we are using
a single SOM, although in practice we used three parallel
SOMs trained with different features to increase robustness.
The overall result is then obtained as the average of the
individual SOMs. We trace the trajectory of the frames
within the shot in question and record the corresponding
BMUs. The set of BMUs constitutes a SOM-based signature
for the shot, which can then be compared to other shots’
signatures to determine whether a shot is visually unique or
similar to some other shots.

There are two distinct schemes for constructing these shot-
wise signatures. First, we could analyze the trajectory of
the consecutive BMUs during the shot and obtain a tempo-
ral signature representing the dynamic structure of the shot.
Comparing two shots then involves comparing their respec-
tive BMU trajectories on the surface of the SOM in question.
This approach might be needed, for example, to distinguish
a scene where a man is walking into a room from another
scene where he is walking out of the room, i.e. it takes into
account the temporal or causal aspect of the video. The use-
fulness of this dynamic structure is, however, questionable
and domain-dependent. It may also lead to large differences
between shots that are overall similar, but have different
temporal signatures for some reason, e.g. due to failed shot
boundary detection.

For these experiments, we decided to ignore the temporal
element and treat all the frames of the shot equally as sep-
arate unordered data items. The set of frame-wise BMUs
representing a shot can be treated as any data subset or
class, whose distribution on a SOM surface can be obtained
by counting the number of BMU hits for each map unit.
Normalized to unit sum, these hit frequencies give a dis-
crete histogram representing the visual contents of the shot
in question. Due to the topology preservation property of
the SOM, one may now smooth the representation by forc-
ing the neighboring SOM units to interact with each other.
This is realized by low-pass filtering or convolving the hit
distributions on the SOM surface. Then, by enumerating
the units of the two-dimensional SOM grid, we can repre-
sent the distribution of the mth shot as a vector Pm ∈ R

k,
where k is the total number of SOM units, and use a suit-
able distance metric d(Pm, Pn) (e.g. Euclidean distance) to

measure the dissimilarity of two shots m and n. This pro-
cess closely resembles the way how SOMs are being used
for image and video retrieval and concept detection in our
PicSOM system [5, 6].

For this stage, we trained three separate 64 × 64-sized
SOMs (k = 4096) for each video to be summarized. The
three video-wise SOMs were always trained using the same
visual features as in shot boundary detection, i.e. color lay-
out, edge co-occurrence and edge histogram. Fig. 3 shows
example frames from three shots and the convolved SOM-
based trajectory signatures of those shots as red-colored re-
sponses on the SOM surfaces. The three signatures cor-
respond to the color layout, edge co-occurrence and edge
histogram features, respectively.

The pruning of the most similar shots was done as fol-
lows. First, we calculate the pairwise Euclidean distances
d(Pm, Pn) of all shot pairs. We then start deleting shots
beginning from the most similar pair until the total number
of remaining shots is below the allowed limit and an ex-
perimentally set minimum similarity threshold is exceeded.
This additional threshold was included based on a subjec-
tive analysis of the repetition remaining in the summaries
created for the development videos.

4. CLIP SELECTION
The next stage after determining the shots to be included

in the summary is the selection of the most informative clips
or subshots from within the selected shots. From each re-
maining shot, we selected a representative clip of fixed length
of one second to the final summary. In this stage, we again
utilize the concept detectors described in Section 3.1. Ini-
tially, we favor frames near the center of the shot using
a linear weighting, and award increased scores for frames
containing faces and frames with increased motion activity.
Correspondingly, scores for any frames detected as color-
bars, black frames, or white frames are reduced. The relative
weights for these concepts were again set heuristically.

It was observed that the emphasis can vary greatly be-
tween the shot-level evaluation and intra-shot analysis, de-
pending on the input video. With a video containing only a
small number of long shots, the subshot selection becomes
the dominant step, whereas the shot-level selection is cru-
cial for the summarization of a video with numerous short
shots. An effective summarization algorithm should be able
to handle both these cases equally well.
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Table 1: An overview of selected summarization re-
sults. The values are averages over all 42 test videos.

Ours Max Median Min
Duration (DU) 26.1 64.2 53.6 26.1
Total time (TT) 61.7 119.3 94.2 61.7
Inclusion (IN) 0.45 0.68 0.49 0.25
Understandability (EA) 3.23 3.60 3.33 1.97
Duplicate video (RE) 3.87 3.98 3.66 3.02
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Figure 4: The average fraction of inclusions found
vs. average duration of all submitted summaries; our
run shown as “•”, baseline runs as “�”.

5. RESULTS
An overview of our summarization results is given in Ta-

ble 1. The shown measures are from the standard measures
provided by NIST and described in [8]. In brief, the two
topmost results (DU and TT) are measures of time (in sec-
onds), IN lists the fraction of ground-truth inclusions found
in the summaries, and the two remaining results are from
an assessor questionnaire with the range of 1–5 (5 is the de-
sired value in both cases). The most striking characteristics
of our summaries when compared to the other submissions
are both the duration of and total time spent assessing the
summaries—in both these senses our submitted summaries
were the shortest. This is also reflected in the assessments
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Figure 5: The average fraction of inclusions found
vs. average time spent judging the inclusions; our
run shown as “•”, baseline runs as “�”.

of the amount of duplicate video present as our mean result
is clearly above the median. The average duration (in sec-
onds) also equals the average number of distinct clips in our
summaries since we used fixed one-second clips.

On the other hand, the fraction of ground-truth inclusions
found in our summaries (45% on average) was slightly be-
low the median of all scores. This is undoubtedly directly
affected by the comparatively short durations of our sum-
maries. To analyze this relation further, Figs. 4 and 5 show
plots of the average fractions of inclusions found over the av-
erage values of durations and total times spend judging the
inclusions, respectively, for all submissions. Our submission
is highlighted as a filled bullet and the two baseline runs
provided by CMU are shown with diamond shapes. The
figures show a clear relation between these measures as the
summaries with high fractions of inclusions found tend to
have high time expenditure values, as was to be expected.
In fact, the summary with the longest duration and most
time spent has the highest fraction of inclusions found. Fur-
thermore, the baseline runs perform surprisingly well, sug-
gesting that a reasonable performance level can be reached
with relatively straightforward methods given the 4% limit
for the analyzed material. Finally, Figs. 6 and 7 show the
fractions of ground-truth inclusions found in our summaries
and relative durations of our summaries for each test video,
compared to the corresponding maximum, median, and min-
imum values.

5.1 Computational Requirements
The computational requirements of our summary gener-

ation method were high, 377 minutes per summary on av-
erage, using a cluster of Linux servers with AMD Opteron
SE 2220 2.8 GHz processors and 16 GB of memory. The
reported execution times are for a single processor, though.

The clear majority of the computational effort was re-
quired by feature extraction. The used shot boundary de-
tection algorithm requires the extraction of all used features
from each frame of the video. The used features were our
standard ones previously used in various multimedia analy-
sis tasks and not optimized for this purpose.

Apart from feature extraction, the other computationally
demanding task was the training of the video-wise SOMs
for the shot similarity pruning stage, taking about 12 min-
utes per summary on average. The remaining processing
steps were computationally considerably lighter, taking on
average approximately 10 minutes per summary in total.

6. CONCLUSIONS
The video summarization task differs from the other tasks

in the TRECVID evaluations due to the inherent subjectiv-
ity in defining a good summary and the difficulty of generat-
ing ground-truth data. Such ground truth would, however,
be extremely useful as otherwise it is difficult to systemati-
cally optimize and analyze the effects of the various param-
eters involved. A pivotal parameter in summarization is the
duration of the summary. However, as each team submitted
only a single summary per test video, it is hard to estimate
the actual relation between increasing the summary dura-
tions and the amount of important content captured.

In particular, we observed that our summaries of short
videos were often too short and lacked important content.
The shot similarity threshold should thus depend on the
length of the original video. On the other hand, for some
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Figure 6: The fractions of inclusions found in our summaries for each test video (continuous plot). The error
bars show the corresponding maximum, median (�), and minimum values over all the submitted summaries.
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Figure 7: The relative durations of our summaries (continuous plot). The error bars show the maximum
allowed duration (always 4%), and median (�) and minimum values over all the submitted summaries.

videos our shot boundary detection algorithm found only a
small number of shots. This could be accommodated e.g. by
defining a maximum shot length or using more adaptive shot
boundary detection parameters. Other conceivable improve-
ments to our summarization algorithm include supporting
longer clips and multiple clips from long shots when needed.

The concepts used in these experiments were preliminary
and simple. The use of existing high-level concept detectors
for summarization should be studied further. With rushes
videos, the clapper boards in particular constitute a problem
and should preferably be detected and removed.

In further development of the summarization method, we
will also consider the use of temporal shot signatures instead
of the static ones used here, the inclusion of audio into the
summaries, and more sophisticated ways of creating the final
summaries than the concatenation of the selected clips using
fade-outs and fade-ins from black.

In the current system, we have not yet considered is-
sues relating to the required computational effort. The cur-
rent shot boundary detection algorithm requires features ex-
tracted from each frame, inevitably resulting in high com-
putational requirements. The used low-level features were
also not selected based on computational complexity.
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