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Abstract
The improvement of data storage devices and means to collect data has lead to accumulated data sources and there is a need for effective methods to extract knowledge from them.

Visual analytics is one approach to tackle this information overload problem. It has been defined as "the science of analytical reasoning supported by the interactive visual interface". It provides visual tools to support analytical reasoning and decision making from data with interactive visualizations.

This report presents the findings of the joint project by VTT, TKK and Helsinki Institute of Information Technology (HIIT) around the topic in 2008. The report introduces the concept, the state-of-the-art of research and tools on the markets, presents the demonstration tool developed in the project and outlines roadmaps for industrial and consumer applications.
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## Preface

During the spring 2007 VTT Content engineering and visualization team (tk1061) arranged a series of internal seminars about information visualization. Among the covered topics arouse a new interesting research field visual analytics. A follow-on project was launched in 2008 in order to acquire more knowledge about the topic. In addition to the VTT Content engineering and visualization team Prof. Heikki Mannila and Dr. Kai Puolamäki from TKK and Helsinki Institute of Information Technology HIIT participated the project as tutors of information visualization and data analysis ${ }^{1}$.
The objectives of the project were to get familiar with the new research field, organize workshops around the topic, establish connections among the actors in the field, launch new projects, create a demonstration application and collect the findings to a report.
The project arranged several workshops with TKK partners. During the workshops the ambiguous concept of visual analytics became in many ways clearer. In the course of the project TKK joined the EU VisMaster Coordinating Action Project around visual analytics bringing information of the state-of-the-art of research.
The ideas of visual analytics were introduced in VTT and to customers. The experience was that there seems to be a great interest in visual analytics kind of "intelligent visualizations". Visual analytics has been now included to some projects and proposals.
This report presents the findings of the project containing

- introductions to information visualization (Chapter 1) and visual analytics (Chapter 2)
- state-of the-art of research, tools and software on the markets (Chapter 2)
- introduction to the building blocks of visual analytics: information visualization, data mining, analytical reasoning and integrating data sources (Chapter 3)
- description of the demonstration tool developed in the project (Chapter 4)
- roadmaps for industrial and consumer applications (Chapter 5).

In addition to the authors Heikki Mannila from TKK/HIIT and Hannu Kuukkanen, Kari Rainio and Seppo Valli from VTT contributed the project.
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Appendix 1: Role of VTT in Visual Analytics

## 1. Introduction

Information visualization is defined as "The use of computer-supported, interactive, visual representations of abstract data to amplify cognition" [Card et al. 1999]. The goal is to improve understanding of the data with graphical presentations. The principle behind information visualization is to utilize the powerful image processing capabilities of the human brain. Visualizations increase the human cognitive resources. They extend the working memory; reduce the search of information and enhance the recognition of patterns.
Information visualization has been an active research area since 1990. It has evolved from the use of computer graphics in scientific problems. The special issue of Computer Graphics on Visualization in Scientific Computing in 1987 is considered as the starting point. Since then there have been several conferences and workshops, co-sponsored by the IEEE Computer Society and ACM SIGGRAPH, devoted to the general topic, and special areas in the field. The "Visualization Time Line" is introduced in [Cook et al. 2007].
The driving forces of information visualization have been the growth of computing power, lowering computing costs, the development in user interaction technologies and the large amounts of information accumulated into databases. In the recent years internet technology, new rendering and user interface technologies, 3D and virtual environments, have activated the field. The recent advances and challenges of visualization are introduced in the report "Visualization Research Challenges" by U.S. National Science Foundation (NSF) and National Institutes of Health (NIH) [Johnson et al. 2006].
Information visualization has traditionally been divided into scientific visualization and visualization of abstract information, data visualization. Scientific visualization deals with large sets of scientific data to see phenomena in data. It handles mostly with physical data: human body, earth, molecules and with data that has a natural geometric structure, for instance wind flows. In scientific visualization the computer renders visible some properties of interest from the data. Data visualization handles abstract, non-physical information using abstract visualization structures like trees or graphs. It has applications with financial data, business information, document collections, web content and other abstract concepts. It renders visible properties of the objects of interest and can be combined with information access techniques.

Visual analytics is the most recent field of information visualization. It has been defined as "the science of analytical reasoning supported by the interactive visual interface" [Thomas \& Cook 2005]. It has origins in U.S. national security and is one approach to tackle the information overload problem caused by the improvement of data storage devices and means to collect data. It provides visual tools to support analytical reasoning and decision making from data with interactive visualizations, optimized for efficient human perception. It is a multi-disciplinary research area, combining information visualization science, data mining, mathematical and statistical methods, data management, user interface techniques, human perception and cognition research (Figure 1).


Figure 1. Building blocks of visual analytics.

The branches of information visualization have lots of overlapping goals and techniques. In this report we focus on visual analytics. We introduce the concept; review the state-of-the art of research and the tools and software on the markets. We introduce the main building blocks of visual analytics. We also introduce the visual analytics tool developed in the project and outline roadmaps for visual analytics in industrial applications and consumer applications.

## 2. Visual analytics

### 2.1 Definition of visual analytics

The basic idea of visual analytics is to combine the strengths of automatic data analysis with the visual perception and analysis capabilities of the human user. It uses visualizations, user interaction and data analysis techniques to find insight from complex, conflicting and dynamic information. Visual analytics is especially focused on situations where the huge amount of data and the complexity of the problem make automatic reasoning impossible without human interaction.
The starting point for visual analytics is the report "Illuminating the Path: the R\&D Agenda for visual analytics" by U.S. National Science Foundation(NSF) and National Institutes of Health (NIH) [Thomas \& Cook 2005]. It defines visual analytics as follows:
"Visual analytics is a science of analytical reasoning facilitated by interactive visual interfaces."
"People use visual analytics tools and techniques to synthesize information and derive insight from massive, dynamic, ambiguous, and often conflicting data; detect the expected and discover the unexpected; provide timely, defensible and understandable assessments; and communicate assessment effectively for action. "
The report leaves the concept to a quite general level and since then several publications has appeared introducing the idea and challenges [Thomas \& Cook 2006], [Keim et al. 2006], [Cook et al. 2007], [Wong 2007], [Keim et al. 2008].
The objective of visual analytics is to develop visual and interactive tools and techniques for reasoning and decision making from large data sets. The principle of a visual analytics tool has been summed up in the visual analysis mantra by Daniel Keim [Keim et al. 2006].
"Analyze First - Show the important - Zoom, Filter and Analyze Further - Details on demand".

The visual analytics process is outlined in Figure 2 [Keim et al. 2008].


Figure 2. Visual analytics process.
Complex and heterogeneous data from different sources and various types and levels of quality need to be filtered, noise removed and transformed to be processed jointly. The data sources can range from well organized data bases to continuous input data streams. The data is processed and abstracted using mathematical, statistical and data mining algorithms and models. Visualizations highlight the important features, including commonalities and anomalies, making it easy for users to perceive new aspects of the data. Visualizations are optimized for efficient human perception taking into account the capabilities and limitations of the human visual system. Interactivity in visualizations allows users to explore the data and achieve new knowledge and insight.
A visual analytics tools supports

- showing different views to data: from raw data to data abstractions
- representations of large quantities of information in small space
- finding pattern from data: similarities, anomalies, relationships and events
- simulation, prediction, testing hypothesis
- data retrieval, browsing and exploration
- information extraction and distillation.

Figure 3 shows potential views to data of a visual analytics tool. Other examples are represented in [Aigner al. 2008] and [Keim et al. 2008].


Figure 3. Visual analytics tool.

Application areas for visual analytics are everywhere where is a need for decision making based on accumulated data. Although the origin is in safety and security, applications can be found as well in industry, engineering, business, media and consumer applications.

### 2.2 State of research in visual analytics

The increasing international importance of the topic is reflected by the strong presence of visual analytics at leading international conferences such as IEEE Visualization, IEEE Symposium on Information Visualization, and the Eurographics/IEEE-VGTC Symposium on Visualization. In October 2006, the first IEEE Symposium on Visual Analytics Science and Technology ${ }^{2}$ has been organized. Partners of this consortium have been actively involved in these conferences. Visual analytics also found its way into major journals in this area. Special issues on visual analytics have appeared in IEEE Transactions on Visualization and Computer Graphics, Computer \& Graphics, the International Journal for Geographical Information Science, and SIGKDD Explorations.

[^1]The highly prospective utility of visual analytics research has led to significant national and international activities in this area. In the United States, the National Institute of Health (NIH) and the National Science Foundation (NSF) recently published the "Visualization Research Challenges" report [Johnson et al. 2006], which lists visual analytics as one of the most important challenges for future research. The US Department of Homeland Security (DHS) started a research initiative on visual analytics for homeland security. The "National Visualization and Analytics Center" (NVAC) ${ }^{3}$, founded in 2004, coordinates these research efforts. The agenda for the US visual analytics research program is laid out in the book "Illuminating the Path" [Thomas \& Cook 2005], which describes visual analytics research challenges focussing on security applications such as border security. In Canada, significant related research initiatives are under way and additional visual analytics programs supported by the Canadian government are prepared by Brian Fisher of Simon Fraser University ${ }^{4}$. In Australia, Peter Eades of University of Sydney is currently leading an initiative to launch a national visual analytics research initiative. All of these international initiatives have stated their support for a European Coordination Action on visual analytics.
In Europe, several national initiatives relating to visual analytics have been introduced or are in preparation. In Germany, the German Research Foundation DFG accepted a strategic research initiative on Scalable Visual Analytics ${ }^{5}$ in April 2007 proposed by a consortium of working groups ${ }^{6}$ led by Daniel Keim of University of Konstanz. The program is targeted to advance the national visual analytics research by supporting a number of individual research projects. In Switzerland, there are efforts underway to initiate a national centre for scientific visualization and visual analytics. In Austria, recently there has been introduced a research initiative on Visual Computing with specifically stated visual analytics relations within the Austrian FIT-IT program.
Data mining and machine learning research is in the focus of the $\mathrm{KDNet}^{7}$ and MLNet NoEs and the KDubiq ${ }^{8}$ CA. The visualization, analysis and management of mobility referenced to geography are in the focus of the FET-Open project GeoPKDD ${ }^{9}$. Disaster

[^2]and emergency management applications are in the focus of the OASIS ${ }^{10}$ and ESS projects ${ }^{11}$. Visualization problems related to information retrieval have been addressed in the DELOS ${ }^{12}$ NoE as part of the user interface work done within that project.

VisMaster Coordinating Action Project ${ }^{13}$ began on 2008 [Keim 2008]. The purpose of the VisMaster is to bring together a critical mass of interdisciplinary European researchers to scope the prospects for a European visual analytics initiative.

### 2.3 State-of-the-art of tools and software

Information visualizations are usually implemented with specialized software. Some of these have been released as open source software, having often origins in universities. There are also many proprietary software packages available. They can be categorized e.g. in the following way:

- Office tools. The most familiar and used visualization tool is Excel with its bar charts and pie representations.
- Business intelligence tools offering visualizations of the business status and the future for enterprise management, often connected to the company enterprise management system.
- Statistical and mathematical tools. Statistical analysis has a long history of visualizing the results as time series, bar charts, plots and histograms. Examples of tools providing statistical and mathematical visualization are $\mathrm{R}^{14}$ and Mahtlab ${ }^{15}$, tools for statistical computing and graphics.
- Visualization-related libraries and software packages. Prefuse ${ }^{16}$ visualization toolkit for creating rich interactive data visualizations, GGobi ${ }^{17}$, an open source visualization program for exploring high-dimensional data, XGVis ${ }^{18}$, an interactive multidimensional scaling (MDS) software.

[^3]- Algorithmic tools developed by the research communities based on some algorithm. An example is Graphviz ${ }^{19}$ for drawing graphs.
- Visual data mining tools. Visual data mining creates visualizations to reveal hidden patterns from data sets. The need of new methods in data analysis has the launched the field. Several products are on the markets, often focused on "Business intelligence" such as marketing, risk analysis, selling analyses and customer management. The field is closely related to visual analytics.
- Web tools and packages. An increasing amount of tools is available in the web, either open source packages for download or on-site use. With the tools users can create more or less fancy visualizations from data. See for example Many Eyes ${ }^{20}$, an IBM application for social data analysis.
- Scientific visualization tools for modelling some complicated physical phenomenon.

[^4]
## 3. Building blocks of visual analytics

### 3.1 Information visualization

This chapter represents a selection of topics of information visualization research to be considered in visual analytics: human perception, data graphics and data visualization techniques. The content is mainly based on the information visualization course held in Helsinki University of Technology (TKK) in spring $2007^{21}$ by Kai Puolamäki, the books about Information Visualization by Colin Ware [Ware 2004] and the fundamental report of visual analytics "Illuminating the path" [Thomas \& Cook 2005].

### 3.1.1 Human perception

Designing effective visualizations require knowledge about the capabilities and limits of the human information and visual system. Visualizations, often designed by application developers without knowledge about human perceptual and cognitive principles or graphic design can lead to poor or misleading ad hoc solutions. If the information is presented in an inappropriate way it can in the worst case lead to incorrect decisions. On the opposite, good visualizations can improve the efficiency, effectiveness, and capabilities of decision makers and analysts.
Human perception research studies the understanding of sensory information. There are several types of perception but the most important from in information visualization is the visual perception. Human visual system is a pattern seeker of enormous power. The human eye and brain form together an efficient parallel processor. On the other hand, the visual system has its limitations. Understanding the rules of the human visual perception helps us to display information effectively. We can present data in such a way that the important and informative patterns stand out. If we disobey these rules, our data will be incomprehensive of misleading.

[^5]The study of human perception has advanced enormously over the past decades and great deal of the results is relevant to information visualization. But much of the information is not yet accessible to information visualization designers. There is still a long way to convert the findings to design principles for the everyday use. An excellent source for more information is the book of Information Visualization by Colin Ware [Ware 2004].
Important aspects of human perception for the effectiveness of visualizations and user interaction are:

- Processing visual symbols. Some symbols are understood without learning and processing them is fast (sensory), others are learned and easy to forget (arbitrary). For example letters and numbers are arbitrary symbols, a line connecting two areas is a sensory symbol.
- Human perceptual processing. It proceeds in stages with different rates: starting with rapid parallel processing including extraction of features, orientation, colour, texture and movement, continues with pattern perception, and ends up to slow sequential goal-driven processing.
- Human eye properties including aquities (the ability to see detail), contrast sensitivity, colour vision, perception of shape or motion with colours.
- Visual attention, the process of seeking out visual stimuli and focusing on them. Some visual objects are processed pre-attentively, before conscious attention. These objects seem to "pop out". Bolding text is an example of preattentive features. Othes are line orientation, length, width, co linearity, size, curvature, spatial grouping, added marks, numerosity (up to four), colour (hue, intensity), blur motion (flicker, direction) and, spatial position (2d position, stereo depth, convex/concave shape of shading).
- Pattern perception. Pattern perception is summoned up in Gestalt laws that can be translated directly into design principles. They include similarity, continuation, proximity or nearness, symmetry, closure and relative size. Visual grammars like UML are applications of Gestalt laws.
- Perception of visual objects. There are two complementary approaches of object perception, image-based theory founded on efficient image recognition and structure-based theory suggesting that images are recognised as structures build from three dimensional primitives. Neither theory can explain all cases of unit recognition.
- Perception of distance and size. There is no general theory of depth perception but several depth cues, principles that can be used to create distance and depth effects, have been recognized including occlusion, perspective, depth of focus, cast shadows, surface shading, surface contours, motion, stereoscopic depth.
- Visual interaction bringing a dialogue between the user and data. Interactive visualizations can be characterized by a feedback loop divided into three phases: 1) data manipulation, 2) view refinement and navigation (exploration and navigation), 3) problem solving loop. Each step has a time scale for the human action reflecting what the user is cognitively and perceptually capable of doing.


### 3.1.2 Data graphics

The theory of data graphics introduces principles for efficient visual representations. Many of them are developed by Edward Tufte [Tufte 1982]. Tufte's principles were originally for graphics design but the principles are valid to computer based visualizations as well. They are not an exact theory but more a collection of rules-ofthumb. Later, cognition research has confirmed the principles. In general, representations should match the task to be performed by the user. The visual representation should provide neither more nor less information than that is needed for the task at hand. Additional information may be distracting and makes the task more difficult. Also, the proportions of the visual representation should match the information being represented.
The most important principles of data graphics are introduced here.
Attention to data. The main purpose of visualization is to show the data. Data-ink ratio is a measure for the effectiveness of the graphic of showing the data.
data-ink ratio $=$ ink used to represent the data $/$ total ink used to graphics.
The larger the share of data-ink is, the more the focus is on data. If the ratio is low, some graphic can be removed without the loss of information.
Avoid chartjunk. Chartjunk is the decoration of graphics that does not tell the viewer anything new. The purpose of chartjunk may be to make the graphics appear more scientific or lively (or to give the designer an opportunity to exercise artistic skills). Gridlines, decorations, facejunk, vibrations and redundancy belongs to chartjunk. In the worst cases the design overwhelms the data.
Care with multifunction graphics. Multifunction graphical elements can effectively display complex, multivariate data. A map that shows coordinate data and other properties with shading and colour is an example of multifunction graphics. The complexity of multifunction elements can easily turn data graphics into graphical puzzles.
Lie factor. Graphics should be proportional to the numerical quantities. The lie factor is a measure for the proportion.
lie factor $=$ size of effect shown in graphics $/$ size of effect in data.
If the lie factor is one, the graphic is accurately presenting the underlying numbers.

### 3.1.3 Information visualization techniques

Several visualization techniques have been developed for mapping data to visual presentations. The techniques differ depending on the properties of the data and the purpose of use. The dimensionality of the data, the data structure and the size of data sets are the main factors that determine the appropriate visualization technique. A selection of the huge variety of visualization techniques are introduced here. A good source for visualization techniques is the book Readings in Information Visualization Using Vision to Think" [Card et al. 1999].
Line graphs are used for displaying single-valued or continuous functions of one variable. Line graphs are applicable only with few dimensions.
Scatter plot is probably the most popular visual data mining tool. Scatter plots are good at finding outliers and seeing clusters and correlations. Scatter plots are inadequate for higher dimensions.
Bar charts are normally used for presentation purposes. Histograms are bar charts where the value for the bar represents the sum of data points. Multiple bar charts can be used effectively in data mining.
Glyphs are symbols that are used to describe multivariate discrete data. A single glyph corresponds to one sample in a data set. Data values are mapped to the visual properties of the glyph. Glyphs can be constructed so that they are perceived pre-attentively using visual features that "pop out". Examples of glyphs are Chernoff faces where data is mapped to facial expressions, star glyphs, where the dimensions are represented as angular spokes radiating from the center and stick figure icons where data dimensions are mapped to the rotation angles of the limbs.
Clustering attempts to show possible clusters in data sets. Several techniques exist, both algorithmic solutions and visual methods.
In pixel oriented visualization techniques each attribute value is represented by one pixel.
If the data has a hierarchical structure it can be represented as trees and graphs. There are two major approaches: node link diagrams and enclosure (for example treemaps). The most used are node-link diagrams, including the traditional vertical or horizontal hierarchies, H-trees, radial views, hyperbolic (star) trees and concept maps. There are plenty of drawing algorithms for node-link diagrams optimizing the graph layout.

With large data sets a special problems is how to represent, navigate and find details in them (Focus + context problem). The basic principle by Ben Shneiderman [Schneiderman 1996] is
"Overview first, zoom and filter, details on demand".
Several visualization techniques have been developed based on this principle:

- Ellison techniques. Part of the structure are hidden until they are needed (Furnas' Fisheye view, Cone Tree)
- Distortion techniques. Magnify regions of interest, decrease space to irrelevant regions (Table lens)
- Rapid zooming techniques. User zooms in and out of regions of interest (Pad++)
- Multiple windows. Some windows show overview and others content (Spiral Calendar)
- Micro-macro readings. A good static visualization supports focus.

Other approaches to visualize large data sets are dense layouts and 3D layouts, for instance cone tree and hyperbolic tree (star tree) in 3D and information pyramid.
Often, real world data is multidimensional consisting of many data items or without clean hierarchy. Dimension reduction aims at projecting data into low dimensional space (1D-3D) while maintaining the correct relations between the nodes. There are several methods with different optimization goals and complexities. Among them are

- Multidimensional scaling (MDS) trying to preserve a measure of similarity (or dissimilarity or distance) between pairs of data points. It can be used as an explanatory visualization technique to find the structure of data and testing hypothesis. It has the roots in psychology
- Principal component analysis (PCA). It tries to find a linear subspace that has maximal variance. It is based on matrix algebra. It is usually the first dimension reduction method to try.

Other methods to mention: Sammon's projection - a variation of the MDS, pays more attention to short distances, Isometric mapping of data manifolds (ISOMAP) - a graphbased method (of the MDS spirit), Curvilinear component analysis (CCA) - MDS-like method that tries to preserve distances in small neighborhoods, Maximum variance unfolding - maximizes variance with the constraint that the short distances are preserved, Self-organizing map (SOM) - a flexible and scalable method that tries a surface that passes through all data points (developed at TKK), Independent component analysis (ICA) - a fast linear method, suitable for some applications.

### 3.2 Data mining

Data mining ${ }^{22}$ has been be defined as "a science of extracting useful information from large data sets or databases". It shares the goals and techniques with visual analytics and uses much abstract visualization to reveal hidden patterns from data sets. Data mining

[^6]combines machine learning, artificial intelligence, pattern recognition, statistics, and data base systems.
The data mining is an iterative process starting with selecting the target data from the raw material, pre-processing and transforming it into a suitable form. After that the data is run by the data mining algorithm that creates patterns from the data. The user interpreters and evaluates the results and starts a new iteration with possible modifications on the raw data, algorithm and algorithm parameters. The process is shown in Figure 4.


Figure 4. The data mining process (edited from original in [Tan et al. 2006]).
Examples of data sources used in data mining are web data, purchase data, e-commerce transactions, banking data, credit card transactions, sensor data, industry process and maintenance data, satellites, telescopes, gene data and scientific simulations.
Data mining uses several data types: data base records, matrix data, documents, graphs, links, transaction data, transaction sequences, sequence data, genomes, spatiotemporal data. The quality of data causes problems. The data can contain noise, there are missing values and duplicate data. Often a data cleaning phase is required before using the data. Also other pre-processing is required such as data aggregation, sampling, dimensionality reduction, subset selection, feature creation, attribute transformation. A new challenging trend in data mining is combining data from diverse data sources.

The methods used in data mining are divided into

- Prediction methods that use variables to predict unknown but predefined or selected object of interest
- Description methods for finding patterns that describe data in general.

The most important prediction methods are classification and regression.
In classification a model for a class attribute as a function of the values of other attributes (Training set) is created. Then unseen records are assigned to the class. The accuracy of the models is evaluated with a test set. Several techniques are used including decision tree based methods, rule based methods, memory based reasoning, neural networks, naive bayes and bayesian belief networks, support vector machines. Classification is a much used method and also commercial applications are available. Examples of classification applications are direct marketing, credit card fraud detection, customer analysis and sky survey cataloguing.
Regression predicts a value of a continuous variable based on other variables. It uses linear or nonlinear models. The area is studied in statistics, and neural networks. It has examples in predicting sales based on advertising expenditure, predicting wind as a function of temperature or humidity and in stock market time series.
Description methods include clustering, association rule discovery, sequential pattern discovery and deviation detection.
In clustering a set of data points, each having a set of attributes and a similarity measure among is created and the algorithm finds clusters with more or less similar data to one another. The field has been an active research topic and lots of (enough) algorithms are available. Application examples of clustering are customer segmentation, document clustering and stock data observation.
The goal in association rule discovery is prediction without a selected target. It predicts occurrences of some item based on occurrences of other items (buyers of milk and diapers also by beer) produce dependency rules. The difficulty with the method is that it produces easily too many rules and it is difficult to find the important ones. Association rule discovery has introduced few successful applications. Some examples are marketing and sales promotion, supermarket self management, inventory management and sales prediction.
Sequential pattern discovery concentrates for finding objects that are associated with their own timelines of events. It finds rules that predict strong sequential dependencies among different events. Several algorithms are available. Applications are in telecommunications alarm logs analysis, sales transaction sequences. A promising new application area could be process monitoring from sensor data.
Deviation/anomaly detection searches significant exceptions from normal behaviour. The interest is in single observations. Application examples are in credit card fraud detection, network intrusion detection and process anomalies detection.

Data mining has been studied intensively and several algorithms exist. Lots of tools and commercial applications are available, some of which are highly competitive, for instance Customer Relationship Management (CRM). Sensor data and process industry could offer new potential application areas and needs.
It has been recognized recently that visualization and interaction are highly beneficial in arriving at optimal results. The role of information visualization is communicating the results of the automatic analysis. Visualizations represent the found patterns to the user. Another important feature is the ability to explain the patterns either by providing easy ways to explore and summarize data, or to demonstrate the reasoning logic behind.
The visualization, data analysis and user interaction has evolved separately in the past. The recent development has integrated the fields (present). In the future the fields will integrate to visual analytics solutions (Figure 5).

Other challenges lay in the following areas: multiple sources of data, dimensionality, complex and heterogeneous data, data quality, missing values, scalability of the algorithms, data ownership and distribution, privacy preservation and streaming data.


Figure 5. State-of-the art of visual data mining. Based on [Aigner et al. 2008].

### 3.3 Integrating data sources

Integrating data from different data sources is the foundation on which visual analytics applications are often built. In order to make visualizations, data must be represented in a format suitable for applying the analysis algorithms.
Data used in visualization can be characterized from multiple perspectives [Thomas \& Cook 2005]:

- Data type: numeric, non-numeric, or both
- Level of structure: from completely structured, such as categorical data, to completely unstructured, such as narrative description on a web page. Unstructured doesn't always mean that there's no structure, instead it means that the structure is only interpretable by human
- Geospatial characteristics: data are associated with a particular location or region
- Temporal characteristics: data of all types may have a temporal association, and this association may be either discrete or continuous
- Language data: language data can be processed without any acknowledgment of their linguistic structure because meaning is inherent in the communication of the originator
- Image and video data: one of the key challenges for visual analytics is to derive semantic content or meaning from images in real time.

Traditional relational databases are usually well structured, but the structures and concepts used in the data bases are database-specific and require extensive integration work when used in e.g. visual analytics applications. However, when applying visual analytics into existing industrial data, the data to be used is normally stored in legacy databases.
Problems that are faced when integrating legacy databases include the following:

- Syntactic problems: differences in representation format of data
- Structural problems: the native model or structure to store data differs in the databases
- Semantic problems: differences in interpretation of the 'meaning' of data
- System problems: use of different operating system, software versions, or hardware platforms.

Syntactic problems can in many cases be avoided by using standard or de facto standard data formats (e.g. XML or Excel) when exporting applications from legacy databases. These export formats are normally available on all modern applications, but using them does not solve structural or semantic problems: same information is often represented in different structures or named differently in two legacy systems. These problems are being tackled using semantic ontology based integration [Wache et al. 2001].
In practise, probably the biggest integration problems when trying to apply visual analytics are the problems related to the system problems. Users of the visual analytics tools should be able to use familiar user interfaces, or at least switch easily between visual analytics tools and legacy applications. This is not easily achieved by exporting data files between applications, but by direct integration using application programming interfaces.

Integration needs give requirements to the visual analytics tools. Building specific visualisation tools for every use case is not a durable solution in a long run. Instead visual analytics platforms, enabling integration of different data sources, analysis methods and visualizations are needed. Such a platform should enable implementation of reusable integration components for different purposes instead of making point-topoint integrations. (Figure 6).


Figure 6. Point to point integrations vs. generic visual analytics platform.
The platform should contain tools for creating software and data modelling components for integrating different types of data sources, via file import or direct application interface programming. It should also include different visualization components, allowing different types of visualization to be used for different analysis methods.

## 4. Visual Analytics Experience prototype

A demonstration application called the Visual Analytics Experience was developed During the Visual Analytics project. The idea was to create a tool that allows users to explore data in different ways until something interesting shows up. The tool would give a good overview to data, allow the user perform analysis, navigate within interactive visualizations and see details.
The tool development started with requirement specification. It was noticed that the analysis and visualization needs vary depending of application context and data sources available. A use case "Intelligent Home System" for planning and monitoring house energy management was specified to delimit the scope.
The project schedule did not allow finalising the application but the work helped to clarify the ambiguous concept of visual analytics. The time devoted to the tool went mainly for building the interoperability of the tool components. Many required features were nevertheless implemented and the prototype gives a good starting point for further development.

### 4.1 Prototype requirements

Overview to data. The tool gives a good visual overview to the data. There can be several overview visualizations depending on what is relevant to the application. The data can be shown in some context, for instance on maps, diagrams or virtual models.
Analyses. The tool includes a selection of analyses: The basic statistical descriptors and analyzes, and data mining algorithms: variances, min, max, correlations, PCA analysis, graphs, scatter plots and classifications. Analysing can be done with varying parameters.
User interaction. The visualizations of the results of the analyses are interactive. The user can navigate, zoom details, and crop areas of interest for further analysis and visualizations. The user can ask details of the data from the analysis/visualization results.
Access to raw data. The user is given access to the raw data behind some area of interest.

Validation. The tool makes possible to validate hypothesis: if some reasoning is valid with a selected data set it can be tested if it is also valid with the rest of the data.
Data source selection and integration. The data to be analysed can be combined from several data sources:

- Raw data consisting of the data of the objects of interest.
- Descriptive data including product models, metadata, ontologies and documentation.
- Background data that can be used in analysis or to explain the phenomena.

The possibility to save the analysis results was also a desired feature for the tool.
Requirement for the implementation were

- a lightweight web tool with easy data integration
- the tool should be built up from open source components. Especially the analysis should be done with some existing software packages, for instance R or Mathlab.

Figure 7 outlines the structure of the tool. The user selects the data sources, sends the analysis and visualization queries through the Analysis User interface. The analysis is performed in a separate module so that it is possible to utilize external analysis packages instead of coding them.


Figure 7. Structure of visual analytics tool.

### 4.2 Use case "Intelligent Home System"

The "Intelligent Home System" visual analysics tool is supposed to give answers to questions like

- Energy costs are too big, how to save?
- Is something wrong? If so, what is the problem?

Measurements from energy consumption, room temperatures and water consumption from different spaces of the house and from individual devices are collected to a time series monitoring database. A product model of the house and 2D/3D images of the house layout is available. Outdoor temperatures are used as reference data.
The user can browse the house layouts showing the measurement points and the status of them (Figure 8). From the layouts the user can select measurements of interest and perform the analysis time series, scatterplots and correlations (Figure 9). The analysis results are visualized and the user can choose from the resulting visualizations areas of interest for further analysis. Also the raw data from selected measurements are available.


Figure 8. House layout with measurement points.


Figure 9. Analysis results.

### 4.3 Tool implementation

Visual Analytics Experience was built on Spring Framework (http://www.springframe work.org/). Spring Framework enables integration of heterogeneous software components thus integration of networked and distributed resources.
Spring Framework allows building of graphical user interface (GUI) with networked Model View Control (MVC) design pattern. As a result, utilizing the web browser as GUI was taken for granted. The web browser as GUI enables accessing of Visual Analytics Experience virtually from anywhere without pre installing of any software. The main benefits are enabling using Visual Analytics Experience on-demand and platform neutrality.
For accessing data, databases are de-facto and Spring Framework enables this off the shelf. Currently MySQL (http://www.mysql.com/) is utilized. But, we are also keen on utilizing Simantics (https://www.simantics.org) not only as database but also as a central building block of Visual Analytics Experience.
R (http://www.r-project.org/) was chosen for the analysis tool because one of our tutors was suggesting it as a common tool but e.g. Matlab (http://www.mathworks.com/) could also be chosen. Correlation, Principal Component Analysis (PCA) and clustering methods were chosen as the main analysis tool and the connection between the Visual Analytics Experience and R is now implemented. For the demonstration purposes correlation was used.

Figure 10 shows the architecture of the implemented tool.


Figure 10. Visual Analytics Experience implementation.

## 5. Roadmap

The visualization roadmap consists of four separate roadmaps; the first of them is a so called meta-roadmap that combines the information of the sub-roadmaps and two subroadmaps, each representing more detailed information on one of the focus areas. The focus areas studied here are: visualization in industrial applications and visualization in consumer applications. The structure of the visualization roadmaps is shown in Figure 11.


Figure 11. Structure of the visualization roadmap.

### 5.1 Meta-roadmap and vision of the project

The vision of the meta-roadmap and at the same time the vision of the whole project for the next ten years - until year 2017 - is the following:
Interactive visualizations are being used in most decision tasks. Visualization allows making better decisions based on well formulated predictions and reasoning. The underlining databases are invisible to the user. The visual analytics tools are integrated parts of information systems and can be used anywhere and anytime.
Drivers. The development of visualization is driven by the need to have better visual user interfaces because of the information overflow in modern society. Another driver comes in form of enabling technologies: advances in hardware and software technologies enabling to create more effective visualizations of more complicated data. Not so easily recognized, but an important driver, are the security issues: authorities and
private companies must handle huge masses of information when handling security threats; a task that requires advanced decision support tools.
The meta-roadmap is shown in Figure 12. The following chapters give a more detailed explanation of the roadmap figure.

### 5.1.1 Visualization today

Technology. Currently visualization applications are mostly used on personal computers or in more complex cases the visualizations are computed using more powerful computers or networked computer grids. Software technology development on the area has traditionally mostly concerned about algorithm research.
Products and solutions: Business visualizations can be seen as specialised visual analytics applications. They are normally made on simple spreadsheet software, such as MS Excel, or more complex analysis is based on specialised business analysis software. There are some general open source visualization tools, e.g. VTK toolkit, and some commercial tools, such as AVS and Iris Explorer. Different data mining applications have their own visualization user interfaces. However, mostly the visualizations used are either static pictures without user interaction or specialised interactive tools made for one purpose.
Market: Visualizations are today often used in marketing, e.g. showing product properties or comparing them with the other products, however visual analytics applications are quire rare. Media uses quite a lot of visualizations, for showing complex information, such as weather reports, or visualising connections. Visualizations are used interactively for analysing e.g. election results; however they can be seen as a series of generated visualizations, not applications of real visual analytics process. In business applications visualization is used e.g. as a decision support tool or for showing business results in an easily understandable form. Also in the business applications real visual analytics software are not yet on the market.

### 5.1.2 Visualization in short term (1-5 years)

Technology. In short term the visualization will be influenced greatly by the human computer interaction research. Since the need for visualization grows, also the need for good quality interfaces grows, meaning that visual analytics will become more important. Traditional data mining applications will have better visualization capabilities. On the software engineering side, the programmable graphics hardware will give more computing speed when creating visualizations. Since the need for creating interactive visualization grows, also the need for generic tools for making and combining different interactive visualizations rises. Also the need for creating general visualization platforms creates needs for standardising the way the information is visualized and the results are represented.

Products and solutions: The visualization applications will be used more often in the web environment. Also the popular web tools, such as search engines will have visual representations of their contents. The number of industrial applications, such as analysis of the sensor data, is expected to have more visual user interfaces in the near future. Also it is expected that governmental organisation will be using more visualizations is their internal applications, such as visualising the simulated effects of political decisions.
Market: New market will appear in short term in the engineering and manufacturing applications because of the developing sensor technology. The growing need for the security related applications is expected to establish new markets in the public sector, and need e.g. for better search result visualizations creates new markets in web applications.

### 5.1.3 Visualization in long term

Technology. In the long run the technologies in sight affecting visualization are new user interface technologies. The growing use of mobile terminals and other new devices, in co-operation with human computer interaction research create new opportunities for making good visual representations.
Products and solutions: Visualization will be part of all software handling complex data. It gives better decision support and support for collaborative decision making. In the long run visual analytics methods allow more intelligence to be added into visualization, making a change from information visualization into knowledge visualization.
Market: New markets are expected to be found in the education sector and also in entertainment and even in art. In the industrial and commercial applications visual analytics tools will be the implemented in most of the tools that are used to analyse large quantities of data.

Figure 12. Visualization meta-roadmap.

### 5.2 Sub-roadmap: Industrial applications

The vision of using visualization in industrial applications until year 2017 is the following: Interactive visualizations are being used for making decisions that need combining information from different business applications and engineering applications. New interaction techniques are used to make visualizations interactive enabling the use of visual analytics widely.

Drivers. The need for using visualization in industrial applications comes from the information overflow. Different kinds of sensors are cheap to install but the data they collect is rarely utilised properly. This creates information overflow that is not currently solved. Simultaneously, business models of the machinery manufacturing companies are shifting from manufacturing towards product life cycle support. This means that manufacturing companies are taking responsibility for the whole lifecycle of the product, generating new interest in utilising sensor data. Also, increasing use of simulation techniques gives new needs for visualising the simulation results.
The roadmap for industrial applications is shown Figure 13. The following chapters give a more detailed explanation of the roadmap.

### 5.2.1 Industrial applications today

Markets. Current market in the industrial sector is dominated by the business applications and on the other hand specialized engineering tools, such as 3D CAD and CFD tools. The current trend of offering business applications as a service (SaaS) will give business opportunities for web based visualization tools also.
Technologies. Today visualization is used mostly in product design for visualising 3D models of the product or for simulating the interaction of fluids or gases using computational fluid dynamics (CFD) algorithms. Normally these tools require expert users and understanding of the underlying phenomena. In the product operation and maintenance processes quite a lot of sensors are used for collecting process data, but the data is poorly utilised.
Products and solutions. Visualization tools are common in engineering applications, making visualizations of 3D models, CFD calculations etc, however, they normally require expert users. Sensor technology is developing rapidly, giving possibilities to install better and cheaper sensors. Common business applications, such as MS Excel, are used to create simple visualizations. Also special tools for creating and visualising e.g. performance metrics, key performance indicators (KPI) etc. are used.

### 5.2.2 Industrials applications: Short term

Technologies. In short term the growing screen sizes give more opportunities for making more effective visualizations for both engineering and business related applications. On the other hand, maintenance and operation are mobile activities by nature and therefore increasing number of mobile terminals will be used giving new opportunities for visualization, e.g. in augmented reality user interfaces.
Products and solutions. Data mining techniques will be applied to the sensor data streams and visual analytics will be applied to the data. Also, since there will be more good quality 3D models, they will be used for visualising different analyses results, such as energy consumption, environmental issues etc. Visualization will also be used in mobile terminals, especially in operation and installation phases.
Markets. Visualization markets will spread from 3D design applications into other business application by combining engineering data with simulation data. Also new types of applications such as control systems and maintenance management systems (CMMS) will be able to use visualization. Increasing usage of diagnostics tools will also create market for visualization.

### 5.2.3 Industrials applications: Long term

Technologies. In long term, new interaction devices that give new opportunities for interactive visualizations, such as multi-touch screens and haptic devices, will be used in industrial applications. Industrial applications are expected to move into using more open platforms that will be combined with open visualization platforms.
Products and solutions. While standardisation of the application interfaces advances, visualization tools will be used to help combining information from different business applications. This enables also collaborative visual analytics, used by e.g. remote maintenance personnel and field personnel. Also, visualization products are expected to be more interactive, using e.g. sensor data and new interaction devices.
Markets. Advances in the models for predicting e.g. product failures will enable the use of collected data in prognostics software that need advanced visualization.

Figure 13. Roadmap for industrial applications.

### 5.3 Sub-roadmap: Consumer applications

The vision of using visualization in consumer applications until year 2017 is the following:
Visualization is used in most of the consumer applications, such as decision support. The applications are mobile and the consumers can use them everywhere and anytime.

Drivers. As everywhere, the need for using visualization in consumer applications comes from information overflow. Information overflow combined with increasing consumer awareness (e.g. environmental issues, consumer rights), makes demand for showing information to the consumers in an easily understandable format. The information used by the consumers is more and more produced by the other consumers (social media), making the task of finding relevant information even more difficult. Also the nomadic lifestyle makes people need more applications that are easily available everywhere, e.g. on mobile terminals.
Roadmap for consumer applications is shown in Figure 14. The following chapters give a more detailed explanation of the roadmap.

### 5.3.1 Consumers applications: Today

Markets. Currently the visualization market in customer applications is mostly on the marketing sector and media producers.
Products and solutions. Media is a big user of visualizations, ranging from weather forecasts to visualization of the election or opinion poll results. Visualization is also used in many sports applications, such as live visualization of serves in a tennis game.
Technologies. Today the consumer visualizations are mostly made manually for marketing etc. purposes, with exception of rain radars and weather forecasts, where "scientific visualizations" are used in consumer applications. In the web normal web programming technologies (HTML, XML, JavaScript, Ajax etc.) are used. Tools used in creating visualizations are specialised software for different purposes. Open source technologies have not yet reached popularity outside the research community.

### 5.3.2 Consumers applications: Short term

Markets. New markets in the short run are expected to arise in public services and marketing departments of the product and service providers.
Products and solutions. New visualization products will be established especially among web applications. New types of applications using visualization will be e.g. different social media sites, for e.g. enabling society and political participation by making real time opinion polls etc. Also public content services, e.g. public libraries and information services, will automate their functions, creating needs for visualising their offering according to customer preferences. Since the customer awareness is increasing,
the need to compare different products according to different attributes creates new markets for interactive visualizations.
Technologies. In short term, consumers will have faster internet connections and home computers will have increasing computation power. Also, the increasing use or mobile terminals capable of making visualizations or accessing web enables new mobile visualization services. Another type of new technology enabler is IPTV, that is expected to become more common in short term.

### 5.3.3 Consumers applications: Long term

Consumer applications are the most volatile business area and therefore it is fairly impossible to predict trends in the consumer applications in the long run.
Products and solutions. The products will become more media independent, allowing same content to be used in e.g. web, mobile applications and IPTV.
Technologies. In the long run open application interfaces will become more common, allowing users to create own applications creating advanced visualization.

 Drivers
Markets

## 6. Summary

Visual analytics is the most recent field of information visualization. The objective of visual analytics is to develop visual and interactive tools and techniques for reasoning and decision making from large data sets. It is a multi-disciplinary research area, combining visualization science, data mining, statistics, mathematics, data management, human perception and cognition research. Visual analytics brings a new promising approach to tackle the information overload problem.
Visual analytics is an active research field. The increasing international importance of the topic is reflected by the strong presence of visual analytics at leading international conferences. It has also found its way into major journals in this area. Many research activities around the topic are in progress and preparation.
Resulting form the novelty of the research field there are no full-scale visual analytics tools on the markets. Tool development is for the present under way in research communities. Visual data mining, a research field closely related to visual analytics has several products on the market but they lack more or less of the essential features of visual analytics. These tools are mostly focused on "Business intelligence" and implemented as heavy stand-alone systems, difficult to integrate to existing systems with complex and heterogeneous data sources.
Introducing the ideas of visual analytics in VTT and to customers has shown that there are both plenty of accumulated data sources waiting for to be analyzed and also a great need and enthusiasm for more intelligent visualizations. The present methods clearly do not fulfil the needs.

The Visual Analytics project got acquainted to the concept and the related research fields, made a review to the state of the art of research and the tools on the markets, developed a demonstration tool and outlined roadmaps for industrial and consumer applications.
Our recommendations for the next steps of future work are

- Continue to follow the state-of-the-art of the area and increase knowledge both of visual analytics and the related fields, especially analysis and visualization techniques and human perception.
- Participate to and launch research projects. More work is required to test the power of the concept with real application data and decision making problems.
- Identification of valid customers and applications. An ideal candidate for visual analytics has accumulated data and need for decision making.
- Building an open source platform for visual analytics, outlined in Chapter 3.3. Integrating data sources.
- Finalizing the demonstration application. The prototype tool for analyzing energy measurement data was developed in the project but the project schedule did not allow finalising the tool. A full-working demonstration tool is essential for introducing the visual analytics ideas to potential clients.
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## Appendix 1: Role of VTT in Visual Analytics

It is easy to see that the opportunities in visual analytics are rapidly increasing and this creates new opportunities for VTT too. Until now, the science of data mining has been separated from visualization and research communities in both areas have been concentrating on their own area, without wanting to expand there research interest into other areas. This naturally creates an opportunity for a player like VTT that can combine expertise of different research areas. In practise this combination has already happened in VTT's knowledge centre Virtual Models and Interfaces and especially in the Content Engineering and Visualisation team, where coexistence of information management and visualization has been studied already years.

Therefore, the role of VTT in visual analytics could and should be in developing and using tools for visual analytics; and not in the developing new methodologies. Since the focus of the VTT's research is in applied research, VTT should concentrate in utilising the state of art research and tools instead of aiming into basic research in theses areas.

One of the biggest challenges in visual analytics is the change from implementing visualization applications for different purposes into implementing tools for visual analytics application development. Starting application development from scratch for each new application is not an efficient way of working in cases where same input data formats, same analysis methods and same visualization methods and used in different combinations. Even a simple case (Figure 1.1), where there are two data formats that are analysed using two methods and two different visualizations requires implementation of more point to point interfaces compared to using a central platform capable of linking different methods. When the number of data formats, applications and visualizations grows, the difference comes even more obvious.

Appendix 1: Role of VTT in Visual Analytics


Figure 1.1. Advantages of visual analytics platform.

The platform needed in the right side requires basically implementing tools for modelling and mapping data models between data input, analysis and visualization tools. Each application has its own data model (Figure 1.2) and the role of the visualization can be simplified to linking the data properties in different data models: for example values of column 1 in input format are mapped to parameter a in analysis method and output parameter p 1 of the analysis are mapped to parameter x in visualization tools.


Figure 1.2. Data models in visual analytics platform.
The reason why implementing this kind of platform seems to fit well for VTT is that VTT already has already implemented a very similar simulation platform, called Simantics. Simantics is a high level process simulation platform for simulation component integration and complex system modelling. Simantics platform is based on creating Eclipce-plugins for different simulation, data import or visualization purposes
(Figure 1.3). The platform offers tools for modelling and mapping different data models together to enable data exchange between the plugins.


Figure 1.3. Simantics plugin architecture.

The Simantics platform is being published as an open source application. The VTT business model in creating such an open source platform is based on the tools and services that are built on top of it: year 2008 revenues of the projects around Simantics are more $2 \mathrm{M} €$ and they are estimated to double year 2009.
The success of Simantics could be repeated in building an visual analytics platform in the business area that is even bigger than process simulation; even so that it is possible to reuse work that has been done in Simantics project.
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