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ABSTRACT

Visual inspection can help reveal patterns that would be
computationally rather difficult to reveal. We present a
program to visualize a DNA sequence and its nucleotide
content. The program visualizes either the whole of a
given sequence, or specified fragments. It also provides
facilities to compare visualizations obtained for different
sequences. The program uses three different algorithms
for visualizations: track-based, fractal-based and visual-
ization based on the entropy-like parameters calculated
using a sliding window. Track-based visualization consid-
ers the sequence symbol-by-symbol; the other two meth-
ods also take into account also how well nucleotides are
”mixed” in the sequence. It allows an easy revealing of the
repeated patterns, segments with a low content of some
nucleotides, etc. Current version of the program works
under Microsoft Windows.

1. INTRODUCTION

”A picture is worth a thousand words.” – The same or sim-
ilar idiom exists in many languages. You can describe
something by drawing just one picture as well as you can
by writing or saying a lot of words. Moreover, visual in-
spection can help reveal patterns that would be computa-
tionally rather difficult to reveal. For example, in cluster
analysis of 2D data (i.e. on the plane) it is usually much
easier and faster to do clustering by visual inspection than
by using some elaborate algorithm. One should also men-
tion that even the most complicated pattern-matching al-
gorithms need to know what kind of patterns to look for.
So the search for patterns is inherently limited by the ex-
pressive power of the pattern representation language used,
whereas visualization can help to find patterns of new kind.
Finally, visualization exploits the opportunity of human
perception to work on several abstraction levels simulta-
neously. We present a program to visualize a DNA se-
quence and its nucleotide content. The program visualizes
either the whole of a given sequence, or specified frag-
ments. It provides the option to save a selected fragment
of the DNA sequence for further study. It also gives an
opportunity to compare visualizations obtained for differ-
ent sequences (or several different fragments of the same

sequence). The sequence is assumed to be in FASTA for-
mat, the program can also use a description file using ncbi
human genome annotation. We would like to stress that
our program is a tool for assisting the researcher, not the
ultimate answer to all questions in DNA studies (number
’42’ doesn’t appear in the code naturally [1]), moreover, it
inspires formulation of new questions.

2. VISUALIZATION ALGORITHMS

The program uses three different algorithms for visualiza-
tions: track-based, fractal-based, and visualization based
on the entropy-like parameters calculated using sliding
window. Track-based visualization considers the sequence
symbol-by-symbol, while the other two methods take into
account how well nucleotides are ”mixed” in the sequence
and how sequences of nucleotides of different length are
represented. It allows one to easily reveal repeated pat-
terns, segments with a low content of some nucleotides (or
dinucleotides, triplets, etc.) Fractal-based visualization is
static – it gives an idea of the distribution of words of dif-
ferent length (the present version considers word’s length
1 - 8) for the whole considered sequence. Other two visu-
alizations are dynamic – they give an idea of what happens
along the sequence.

2.1. Track visualization

Different DNA sequences have different base content. One
simple way to visualize this difference is as follows. Let
us plot the points according to the following rule: start-
ing point is in the center of the chart. We read a base
in the DNA sequence, and if it is ’A’ we move the pen
one step up, if it is ’C’ we move the pen one step down,
if it is ’ G’ we move the pen one step to the left, if it is
’T’ we move the pen one step to the right. Then we read
next symbol in the sequence, and so on. If all bases are
represented in the same proportion (approximately 25%
each), the point will stay near the center, if some bases
are encountered more often, the point will move from the
center. This way it is easy to see which nucleotides are in
abundance, which are infrequent. If in one fragment of the
sequence there is a deficit of some nucleotide(s), and later



Figure 1. Example of track visualization.

Figure 2. Visualization of several sequences.

an abundance, it will be easily seen on the image. One ex-
ample of this visualization is presented on Figure 1. It can
be seen that in the beginning there is a lack ofT andA nu-
cleotides, laterT andA start to prevail, and there is much
less ofG. The program also allows to use this visualiza-
tion module as an independent application, in this case it
is possible to visualize several sequences (or parts of the
same sequence) simultaneously using different colors for
different sequences. One such example is given on Figure
2. One can see that different organisms (here we used sev-
eral DNA sequences for viruses and bacteria) produce dif-
ferent tracks, while homologous organisms produce sim-
ilar tracks: on Figure 2 viruses produce the tracks from
the center to the top-right corner, the bacteria produce the
tracks from the center to the bottom-left corner, thus re-
flecting different content ofA,T and C,G nucleotides in
the sequences considered here. Track visualization could
be considered as a 2D random walk visualization (but dif-
ferent from the one used, e.g in [2].)

2.2. Fractal-based visualization

Another visualization algorithm is fractal-based (see, e.g.
[3], [4], [5]). It allows to visualize missing sequences in

Figure 3. Fractal visualization

Figure 4. Example of fractal visualization.

DNA. This algorithm is based on fractal addresses and is
related to the game of chaos (see, e.g. [6], [7] ). The work
of the algorithm is illustrated in Figure 3. We split the
square into four square parts corresponding to four bases.
Then we split these four squares into four smaller squares,
and so on. We read 8 symbols in the considered sequence
and color corresponding small square. Then we move one
step forward, read next nucleotide in the sequence, color
a square, and so on. In Figure 3 the square corresponding
to the sequence ’GTT’ is shown. If there are no triplets
’GTT’ in the sequence, this square will have no colored
points, if there are too many - it will be darker then oth-
ers. Same is true for the squares of the ”next generations”
- all smaller squares - e.g. small squares corresponding to
’GTTA’, ’ GTTAC’, etc. will be also empty or have more
points inside correspondingly. This way we can see how
(non-)uniform is the distribution of all possible combina-
tions of bases with length 1-8. It could be used, e.g. to
reveal the presence ofCG-islands that have an important
biological meaning ([8], see also [9], [10].) Example of
this visualization is given in Figure 4. One quick look
(and a little analysis of the positions of lighter and darker
squares of different sizes) reveals that there is a lack of



Figure 5. Sliding window entropy visualization.

strings ’CG’, ’ CGT’, ’ CGTA’, ’ CGAT’, etc. This way we
have simultaneous multilevel view on the distribution of
words of length 1-8 in the DNA sequence.

2.3. Sliding window entropy visualization

Concepts of entropy and information are widely used in
DNA studies (see, e.g. [11], [12], [13], [14]). First con-
cept of entropy was proposed by C. Shannon in applica-
tion to the theory of information transmission [15]. En-
tropy in that context implies the measure of heterogeneity
of a set of symbols. It is defined as:

H = −
∑

i

pi log pi, (1)

wherepi is the probability of appearance of the i-th sym-
bol. This is the classic Shannon entropy. DNA is repre-
sented as a long sequence of symbols of the alphabet con-
sisting of four letters, but the analysis of letter groups - so
called words - seems also interesting. Shannon’s formula
becomes

Hn = −
an∑

i=1

p(Ci) log p(Ci), (2)

whereCi is a block of symbols of a lengthn; a is the
number of letters in the alphabet (in the case of DNAa =
4), an is the number of all possible combinations of length
n. For the visualization we use Shannon entropy

h1 = −
∑

i

pi log pi, (3)

and Markov entropy

h2 = −
∑

i

∑

j

piqij log qij , (4)

where

pi =
Ni
N
, qij =

Nij
Ni

.

(3) and (4) are sometimes called Markov entropy of the
zero and first order respectively. We also consider two
more characteristics:

h3 = −
∑

i

∑

j

∑

k

piqijrijk log rijk (5)

and

h4 = −
∑

i

∑

j

∑

k

∑

l

piqijrijksijkl log sijkl (6)

where

rijk =
Nijk
Nij

, sijkl =
Nijkl
Nijk

.

Parametersh1 - h4 tell us how well mixed are the
bases and their chains of length 2 - 4. Uniform (well-
mixed) distribution corresponds to the maxima of these
characteristics, minimums tell us that the distribution is
far from uniform. These four parameters are visualized
using sliding window: for the visualization we estimate
h1 - h4 not for the whole sequence (values for the whole



considered fragment/sequence are given in the informa-
tion window in the center, see Figure 5), but for a frag-
ment of a length specified by user of the program (as a
window size). These calculations are repeated with some
step (one more parameter that can be changed), and re-
sults are plotted as four curves. It should be noticed that
the window size should not be too small to get reliable
estimates forh2 - h4. The user can select an interesting
part of the plot and re-calculate the plots for the selected
fragment (and apply the other two visualizations as well)
or save this fragment to a separate file for later study. As
can be seen in Figure 5, the behavior of the four curves
is usually correlated. According to our studies, the clear
minima typically correspond to biological repeat regions
while the more subtle changes are more difficult to inter-
pret and might bear some relationship to e.g. regulatory
regions or other areas where certain patterns occur fre-
quently. Moreover, there are places with different behav-
ior of the four parameters (see, e.g. the region around
4000 - 4700 in Figure 5), which might be interesting to
study further.

3. USING THE PROGRAM

The main (starting) module for the program is called DNA-
Tools.exe. When it is started, a window similar to the one
on Figure 5 appears. The user can open genome (upper
button on the right) and start visualizations using default
values for the parameters, or choose own values for the pa-
rameters (start and end points of the considered fragment;
window size and step for the sliding window visualiza-
tion). There is also an opportunity to smoothen the curves
for parametersh1 - h4 by checking the corresponding box,
but it slows down the calculations. The user can select an
interesting fragment on theh1 - h4 plots using the mouse
click-and-drag, and the selected fragment will be zoomed.
Double click returns back to the old scale, or the user can
accept zoom by clicking on the corresponding button. In
this case, the coordinates for the fragment under study will
be changed. It is possible to save selected fragment of the
sequence to a separate file for later studies.

4. CONCLUSION

We have described the program to visualize DNA sequence
or selected fragments of it. Many phenomena observed
on these visualizations can easily be related to some bio-
logical phenomena, such as repeats or conserved regions.
However, there are still several visual observations that
call for biological interpretation. For example, regions
where parametersh1 - h2 andh3 - h4 behave differently
lend themselves to further study.

The present version of the program works under Mi-
crosoft Windows, but in nearby future we plan to have a
LINUX version. The program was made using Borland
Delphi 6 Personal Edition, several procedures were done
using the free Borland C++ Compiler. Executable files
can be obtained by e-mail request to authors. Authors will
be thankful for comments and suggestions.
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