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ABSTRACT

In earlier studies we have been able show that Indepen-
dent Component Analysis is able to extract automatically
meaningful linguistic features. The emergent syntactic
and semantic features are based on an analysis of the words
in their contexts in a large corpus. We have also shown
that there is a reasonably strong correlation between tra-
ditional features and categories defined by linguists and
the emergent features. In this article, we introduce a new
measure for comparing the emergent and the tradition-
ally defined features. We apply this measure to compare
the emergent features produced by Singular Value De-
composition (SVD) and Independent Component Analy-
sis (ICA). The conclusion is that the ICA-based features
correspond to the human intuitions much more closely
than the SVD-based features not only in a visual inspec-
tion but also in a systematic and principled comparison.

1. INTRODUCTION

Earlier we have shown how the Independent Component
Analysis can automatically extract meaningful linguistic
features [1, 2]. We have processed the contextual infor-
mation in a commonly used manner that has earlier been
presented, e.g., by [3, 4, 5, 6]. Earlier research in which
ICA has been used in analyzing text data includes [7, 8].

We have also shown that there is a reasonably strong
correlation between the traditional categories defined by
linguists and the emergent features [9, 10]. In [9], among
the ICA-based features the one that had the closest match
with the traditional category was first selected. In the
study, 1000 most common words for which the traditional
linguistic category was known were considered. The com-
parison was made using the Brown corpus. A successful
match between the ICA-based feature and the traditional
category is rather apparent. However, we still wished to
develop a more accurate method for comparisons. That
kind of quantitative measure we present in this paper.

In this article, we introduce a new measure for com-
paring the emergent and the traditionally defined features.
We apply this separation measure to compare the emer-
gent features produced by Singular Value Decomposition
(SVD) and Independent Component Analysis (ICA).

The method and the data used in the comparison are
presented in the next section. Thereafter we show the

comparison results that clearly indicate that the ICA-based
features correspond to the human intuitions much more
closely than the SVD-based features. One important po-
tential consequence is that as ICA may provide a better
model for emergent semantic representations than SVD,
this result can be generalized into all uses of SVD in La-
tent Semantic Analysis (LSA) and related approaches.

2. METHODS AND DATA

We will briefly give an overview of the mathematical meth-
ods we have used, namely Independent Component Anal-
ysis and Singular Value Decomposition, and explain how
they differ as feature extraction techniques. The text cor-
pus used as a source for statistical information is men-
tioned, as well as the source for linguistic information of
word categories. A novel method for quantitative analysis
between the extracted features and linguistic word cate-
gories is introduced.

2.1. Data

We have used the same English corpus of a collection of
different texts from Project Gutenberg1 as in [9, 10]. Also
the preprocessing was conducted in a standard manner. In
summary, most of the non-alphanumeric characters were
removed and the remaining characters were converted to
lowercase. The resulting corpus consisted of 21,951,835
instances of words (tokens) with 188,386 unique words
(types). The word category information was extracted
from a subset of the tagged Brown corpus2 that had a
single word category tag tk assigned to each word in-
stance. We collected the possible tags for each unique
word. See [9] and [10] for a more thorough explanation.

The collection of contextual data differed slightly from
[1, 2, 9, 10]. Instead of collecting a word-context ma-
trix, we collected a context-word matrix. This means that
we were assuming independence of the contexts and not
the analyzed words when applying independent compo-
nent analysis. This is analogous to the temporal versus
spatial domain analysis with fMRI data [11].

For the analysis, the N = 10000 most common words
from the Gutenberg corpus were selected as the vocabu-
lary to be analyzed. Additionally, the selected words had

1Available on-line at http://www.gutenberg.org
2Available on-line at http://www.ldc.upenn.edu



Figure 1. Illustration on how Independent Component Analysis (Equation 4, top illustration) and Singular Value Decom-
position (Equation 5, bottom illustration) are used in analyzing context data. The extracted features ~fi are the columns of
ST and V.

to be present in the tagged Brown corpus. Each word wn

was encoded as a column vector ~vn of length N , where
the n:th element was one for the word wn and the other
elements were zero.

The word categories collected from the tagged Brown
corpus were encoded as column vectors ~ck. The vectors
were constructed as the sum of unique words marked with
the word category tag tk

~ck =
∑

wn with tk

~vn (1)

which makes the vectors have only zeros and ones in the
elements. Each word wn belongs to at least one word cat-
egory. Word categories without any words in the analyzed
vocabulary were removed which left us K = 58 word cat-
egories and the corresponding word category vectors ~ck.

A single row ~xc in the context-word matrix X was cal-
culated for a context c. In our experiments, the context c

consisted of one context word and the position of the ana-
lyzed word related to the context word. For instance, one
could consider the word preceding or following the con-
text word. The vector ~xc was created by examining all the
instances of the context c in the corpus and taking the sum

~xc =
∑

wn in context c

~vT
n (2)

of the analyzed words found in the instances of the partic-
ular context c. For example, analysis of the three words
in the corpus “w1 w2 w3 w2 w1 w2” with the two con-
texts being the immediately following words for w1 and
w2 creates the data matrix X

X =

(

~x1

~x2

)

=

(

~vT
2

+ ~vT
2

~vT
1

+ ~vT
3

)

(3)

because w2 follows w1 twice and both w1 and w3 follow
w2 once.

For the feature extraction, a data matrix X of size 2000×
10000 was created by calculating contextual information

with the most common one thousand words in the Guten-
berg corpus. Contexts were calculated separately for the
words immediately following and preceding the analyzed
word, resulting in 2000 different contexts calculated for
the N words. Also, the data matrix was preprocessed by
taking the logarithm of the elements increased by one to
lessen the differences in the frequencies.

2.2. Feature extraction

Our goal is to extract a number of features ~fi from the
context-word matrix X.

The linear generative model

X = AS (4)

of Independent Component Analysis [12, 13] in matrix
form explains the rows of the data matrix X in terms of
a mixing matrix A and independent components S by as-
suming the independence of the rows of S. We used the
FastICA [14] Matlab package to extract a wanted num-
ber of features. Parameter selections were the same as
reported in [1].

Singular Value Decomposition3

X = UDVT (5)

explains the data in terms of left singular vectors in U,
singular values in D and right singular vectors in V. The
singular vectors are orthogonal

UT U = VT V = I (6)

and D is a square diagonal matrix. In order to extract a
wanted number of the largest singular values and vectors,
the Matlab command svds was applied to the data X.
Usually, the data X is a word-context matrix in LSA. Our
choice of a context-word matrix does not affect the results,
as it only changes the roles of the matrices U and V.

3As a textbook account on SVD one can use, e.g.,[15]. An important
related application is presented in [16]. The history of the SVD method
has been presented in [17].



The two feature extracting methods are illustrated in
Figure 1. The matrices ST and V have the feature vec-
tors ~fi as columns. We will use the notation ~fi for the
feature vectors regardless of the extraction method. The
feature vectors ~fi were scaled to unit variance as a post-
processing step after the feature extraction. The feature
vectors can be understood to be encoded similarly to the
rows of the data matrix X, where the value of the n:th
element is the activity of the feature for the n:th word.

A schematic illustration of the possible nature of the
emergent features for two words is shown in Figure 2,
where the height of the bar represents the value of the fea-
ture for the word. More than one feature may be active for
each word, for instance, the word ’ate’ has both the verb
and the past tense features very active.

Figure 2. A schematic illustration of the possible nature of
the emergent features. The heights of the bars represents
the activities of each feature (bottom) for the words (left).

2.3. Comparison method

Considering two word categories k and l and the corre-
sponding word category vectors ~ck and ~cl, the words wn

in the vocabulary can be divided into four types:

1. words belonging to category k and not to l,

2. words belonging to category l and not to k,

3. words belonging to both categories k and l and

4. words belonging neither to category k nor to l.

Each word belongs to exactly one of these types.
A two-dimensional subspace of the feature vectors ~fi

and ~fj can be visualized as a scatterplot, where the points
(xn, yn) = (fi(n), fj(n)) are the N words in the vocab-
ulary. The separation capability of the individual features
can be studied by examining the placement of the four dif-
ferent types of words in the plane. What we would want
to see is type 1) and 2) words in different axis away from
the origin, type 3) words away from the origin, and type 4)

words in the origin. The novel separation measure that we
present in this paper rewards or penalizes words depend-
ing on word’s position on the plane and the type of the
word. The words in type 3) represent ambiguity in lan-
guage and are considered separately of the words in the
first two types.

Next we will introduce the separation measure we use
in comparing the learned features. The measure works in
three parts. First we calculate the amount of separation
that two features create for two word categories. Next we
choose the best feature pair separating two categories. Fi-
nally we consider the mean separation capability of a set
of features for a set of categories.

The Cartesian coordinates (xn, yn) can be represented
in polar coordinates (rn, θn) and collected into a radial
vector ~r and an angle vector ~θ. The radial distance rn

from origin, the angle θn from the first feature axis and
the type of the word wn are used in calculating a feedback
value that matches with our idea of where the word should
be if the features separate the word categories. The plane
and the optimal positions of words with different types are
illustrated in Figure 3. A positive value is given to a word
located in a place that is beneficial to the separation of the
word categories and acts as a reward, whereas a negative
value is a penalty.

θn

rn

fi

fj

(fi(n), fj(n))

Figure 3. A single word wn plotted to the two-
dimensional plane defined by two feature vectors is re-
warded or given a penalty based on the location and the
type of the word. The most beneficial points to the sepa-
ration and also the most rewarded and less penalized are
the different coordinate axes at distance rn for types 1)
and 2), a circle of radius rn for type 3) and the origin for
type 4) words.

The separation capability of two features i and j and
two word categories k and l is calculated as the mean of
the rewards and penalties over all the N words wn with



the formula

sep(k, l, i, j) =

((~ck − ~cl)
T RP (| cos ~θ| − | sin ~θ|) + (7)

(~ck + ~cl −~1)T RP~1)
1

N

where the diagonal matrix R = diag(~r) has the radial
distances from origin in the diagonal values, sin, cos and
| · | are element-wise functions, and ~1 is a column vector
of length N with ones in all of the elements. The scalar
value P can be used to scale the radial distances. A value
P = 2 was used in our experiments. The larger the value
of sep(k, l, i, j), the better the separation is according to
the measure.

This method allows us to do a more comprehensive
analysis of the learned features compared with the analy-
sis in [10]. For instance, we are able to see if a word cat-
egory is always best separated by the same feature when
compared against other word categories. If the learned
features are mixtures of the word categories, the best sep-
arating feature might differ when tested against different
word categories.

The best feature pair (ikl, jkl) for the word category
pair (k, l) is selected as the pair giving the highest value
with the separation measure

sep(k, l) = max
i,j

sep(k, l, i, j) (8)

(ikl, jkl) = argmax
i,j

sep(k, l, i, j) (9)

The separation capability of a feature set is measured
as the mean of the best separation over all word category
pairs

sep =
2

K2 + K

∑

k≥l

sep(k, l) (10)

where K is the number of word categories.

3. COMPARISON RESULTS

The data and methods that we have used were introduced
in Section 2. Next we will show the most interesting re-
sults that will show how the ICA and SVD methods com-
pare against each other.

Figures 4 and 5 compare a single word category pair
(JJ for adjectives and VB for verbs4) with the best found
feature pair separating the word categories according to
Equation 9. In both figures sixty features were extracted
using SVD and ICA. The best found feature pair sepa-
rating the two categories are more clearly aligned with
the coordinate axis for the ICA-based features. With both
methods, the shown features were consistently chosen to
represent the JJ and VB features when the JJ and VB cate-
gories were tested against all the word categories and can
be considered as the best possible features for the word
categories.

4We use the tag naming adopted in the Brown corpus.
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Figure 4. The found best ICA-feature pair separating the
JJ (adjective) and the VB (verb) categories with Equa-
tion 9. (a)-(d) shows the words in the four types, listed in
Section 2.3, plotted in the subspace created by the two fea-
tures. The words in the two categories are clearly aligned
along the two axes.
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Figure 5. The found best SVD-feature pair separating the
JJ (adjective) and the VB (verb) categories with Equa-
tion 9. (a)-(d) shows the words in the four types, listed
in Section 2.3, plotted in the subspace created by the two
features. The separation is not visually as clear as in Fig-
ure 4 showing the best separating ICA-based features.

Figure 6 shows the separation with Equation 10 for
the ICA-based and the SVD-based features as a function
of the number of extracted features. The ICA-based sep-
aration measure was calculated for five different feature
sets extracted with different runs of the FastICA algorithm
and the mean and one standard deviation of different runs
is shown. The ICA-based features give clearly higher sep-
aration and keeps increasing with the number of extracted
features.
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Figure 6. Comparison between ICA (upper curve) and
SVD (lower curve) as a function of the number of ex-
tracted features. The y-axis shows the separation cal-
culated with Equation 10. For the ICA-based features
the mean and one standard deviation of five iterations is
shown.

4. DISCUSSION

Statistical analysis of words, expressions and documents
in their contexts have become commonplace. The philo-
sophical, methodological and practical aspects related to
this approach are wide. Using the ICA-based analysis of
contexts we wish to show that the emergence of linguistic
knowledge is possible without predetermined syntactic or
semantic categories. Similar supporting evidence for the
emergence has earlier been presented by a large number
of researchers including but not limited to [3, 4, 5, 16].
The Word ICA method [1, 2, 9] has the characteristic that
one can obtain a collection of emergent features that facil-
itates a distributed representation of words. In this repre-
sentation each word may belong to several categories si-
multaneously. In this paper we have shown that these fea-
tures not only characterize words in an intuitively appeal-
ing manner but that the features match with categories de-
fined by linguists much more clearly than those obtained
using Singular Value Decomposition. According to the re-
sults shown in this paper, the higher-order assumption of
statistical independence in ICA gives more natural and in-
tuitive results compared to the second-order decorrelation
of SVD.

Both the Word ICA method and Latent Semantic Anal-
ysis produce vector representations for words. The emer-
gent features still require further research on how they en-



code the structure of the language and on how the prop-
erties of individual features could be used to generate and
further analyze language. Landauer and Dumais [18] have
presented strong claims about the Latent Semantic Anal-
ysis as a means for the acquisition, induction and rep-
resentation of knowledge. We are tempted to conclude
that these processes can be modeled even more accurately
when Independent Component Analysis is used. It is to
be noted, though, that the word contexts do not need to be
based only on text corpora but also multimodal contexts
can be considered (see, e.g., [19, 20]).
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