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Preface

The Adaptive Informatics Research Centre (AIRC, adaptiivisen informatiikan
tutkimusyksikkö) was nominated as one of the national Centers of Excellence (CoE)
by the Academy of Finland for the period 2006 - 2011. It was financed by the Academy,
Tekes, HUT/Aalto University, and Nokia Co.

The present report covers the activities of AIRC during the final two years 2010 and
2011. It concentrates on the research projects, but also lists the degrees and awards given
to the staff. The achievements and developments of the previous four years have been
reported in the Biennial Reports 2006 - 2007 and 2008 - 2009. The web pages of AIRC,
http://www.cis.hut.fi/research also contain up-to-date texts.

During 2010 - 2011, the AIRC was operating within the Department of Information
and Computer Science (ICS), belonging to the new School of Science of Aalto University.
Professor Erkki Oja was the director of AIRC, and Professor Samuel Kaski was the vice-
director, with Professors Olli Simula and Juha Karhunen participating in its research
projects. In addition, 16 post-doctoral researchers, ca. 30 full-time graduate students,
and a number of undergraduate students were working in the AIRC projects.

To briefly list the main numerical outputs of AIRC during the period 2010 - 2011, the
Centre produced 5 D.Sc. (Tech.) degrees and 47 M.Sc. (Tech.) degrees. The number
of scientific publications appearing during the period was 235, of which 66 were journal
papers. Thus the number of papers increased by 33% from the previous two-year period.
It can be also seen that the impact of our research is clearly increasing, measured by the
citation numbers to our previously published papers and books, as well as the number of
users of our public domain software packages.

A large number of talks, some of them plenary and invited, were given by our staff in
the major conferences in our research field. We had several foreign visitors participating
in our research, and our own researchers made visits to universities and research institutes
abroad. In addition to the finances provided by the Academy of Finland, Tekes, and Aalto
University, AIRC researchers managed to obtain a large number of external projects (e.g.
EU Emime, EU MultilingualWeb, EU PinView, EU ERASysBio, EU NoE T4ME, EU
NoE Pascal2, UI-ART, NOVAC, MultiBio, VirtualCoach). Many of these are going on
still in 2012. The research staff were active in international organizations, editorial boards
of journals, and conference committees, including the conferences MLSP 2010, ICANN
2011, WSOM 2011, ALT 2011, and DS 2011, which all were organized by the AIRC staff
in Finland and chaired by AIRC senior faculty. Also, some prices and honours, both
national and international, were granted to members of our staff. All these are detailed
in this report.

The third and fourth meetings of the Scientific Advisory Board of AIRC were held
on Feb. 2 - 3, 2010, and October 11 - 12, 2011, respectively. The final evaluation report
written by the members of the Board, Professors Risto Miikkulainen and José C. Pŕıncipe,
was quite positive. It begins by stating that “The Center of Excellence on Adaptive
Informatics Research directed by Professor Erkki Oja is on par with the best centers in
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the world in the adaptive informatics and machine learning areas, primarily because of the
principled formulation of the research questions, the thematic coherence of its research,
quality and quantity of its scientific production and in the novelty of its contributions”.

A highlight in summer 2011 was the decision of the Academy of Finland to finance
a new Center of Excellence in Computational Inference (COIN) in the 2012 - 2017 CoE
programme. The competition was even harder than before, with only 15 CoE’s accepted
for financing. COIN is partly building on the research agenda of AIRC. E. Oja is still
the Director of COIN and S. Kaski the Vice-Director for the first three-year period, after
which S. Kaski will move to the position of Director. COIN consists of some of the same
groups that comprise AIRC, but with considerable additions from the ICS Department as
well as from the University of Helsinki.

Erkki Oja Samuel Kaski

Professor Professor
Director, Vice-Director,
Adaptive Informatics Adaptive Informatics
Research Centre Research Centre
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Awards and activities
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rimo, and Paavo Alku

• Best paper award, ”Low-Frequency Bandwidth Extension of Telephone Speech Using
Sinusoidal Synthesis and Gaussian Mixture Model”, ISCA Award for the best student
paper of Interspeech 2011.

Jaakko Viinikanoja

• Master’s Thesis Award of Pattern Recognition Society of Finland
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• Program Committee Member:
ICANN 2010 Intl Conference on Artificial Neural Networks, Thessaloniki, Greece,
15.-18.9.2010.

• Chair, International Federation on Information Processing (IFIP), WG12.1 (Knowl-
edge Representation and Reasoning), Austria.

• Representative of Finland, International Federation on Information Processing
(IFIP), TC12 (Artificial Intelligence), Austria.

• Member of Executive Board, ENNS, European Neural Networks Society, The Nether-
lands.

• Editorial Board Member, Constructivist Foundations, Austria.

• Pre-examiner of a doctoral theses, Alicia Perez Ramarez, The University of the
Basque Country, Spain 2010.

• Opponent at the doctoral dissertation:
Michael Kai Petersen, Technical University of Denmark, Denmark, 2010.
Bartlomiej Wilkowski, Technical University of Denmark, Denmark, 2011.

Dr. Arto Klami:

• Program Committee Member:
PASCAL2/ICANN Challenge on MEG Mind Reading, 2011.

Dr. Markus Koskela:

• Program Committee Member:
The 2010 IEEE Pacific-Rim Conference on Multimedia (IEEE-PCM2010), Shanghai,
China, 21.-24.9.2010

• Pre-examiner of a doctoral theses, Pablo Toharia Rabasco, Universidad Politecnica
de Madrid, Spain, 2010.
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Dr. Mikko Kurimo:

• Program Committee Member:
The Annual Meeting of the Association for Computational Linguistics, Uppsala,
Sweden, 11.-16.7.2010.
Interspeech 2010, Makuhari, Japan, 26.-30.9.2010.
Interspeech 2011 Firenze, Italy.
Eusipco 2011 Barcelona, Spain.
ACL-HLT Portland kesäkuu 2011.

• Session Chairman:
Interspeech 2011 Firenze, Italy.

• Editorial board member, ACM Transactions on Speech and Language Processing.

• Editor, Multilingual Information Access Evaluation I - Text Retrieval Experi-
ments, 10th Workshop of the Cross-Language Evaluation Forum, CLEF 2009, Corfu,
Greece, September 30 - October 2, 2009, Revised Selected Papers, Part I. Lecture
Notes in Computer Science.

• Evaluator of funding applications, Swiss National Science Foundation 2011.

Dr. Jorma Laaksonen:

• Program Committee Member:
The International Conference on Image Analysis and Recognition (ICIAR 2010),
Povoa de Varzim, Portugal, June 21-23, 2010.

• Associate editor and member of editorial board, Pattern Recognition Letters, The
Netherlands, 2011.

Dr. Yoan, Miche:

• Programme committee member:
European Symposium on Artificial Neural Networks, Computational Intelligence and
Machine Learning, Bruges, Belgium, 28-30th April 2010

Dr. Jaakko Peltonen:

• Program Committee Member:
Seventh International Symposium on Neural Networks (ISNN 2010), Shanghai,
China, June 6-9, 2010 ISNN 2011, 8th International Symposium on Neural Net-
works, Guilin, Kiina, 29.5.2011-1.6.2011

• Chairman of the session:
ECML PKDD 2011, European Conference on Machine Learning and Principles and
Practice of Knowledge Discovery in Databases, Ateena, Kreikka, 5.9.2011-9.9.2011.
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• Editor of scientific journals:
Neurocomputing (special issue on Machine Learning for Signal Processing; manag-
ing guest editor).

• Editorial Board Member, Neural Processing Letters, The Netherlands.

Dr. Tapani Raiko:

• Program Committee Member:
The 27th International Conference on Machine Learning (ICML 2010), Haifa, Israel,
21.-24.6. 2010

• Editor of scientific journals:
Neurocomputing (special issue on Machine Learning for Signal Processing

Dr. Kimmo Raivio:

• ICT Domain expert, COST (European Cooperation in Science and Technology)
2010, Belgium.

Dr. Miki Sirola:

• Program Committee Member:
International Conference on Networked Digital Technologies (NDT 2010), Prague,
Czech Republic, 7 - 9 July 2010 International Conference on Networked Digital Tech-
nologies (NDT 2011). Macau, China, 18 - 21 July 2011
IEEE International Workshop on Intelligent Data Acquisition and Advanced Com-
puting Systems: Technology and Applications (IDAACS’2011)
International Conference on Computational Intelligence and Bioinformatics (CIB
2011).

• Session Chairman:
IEEE International Workshop on Intelligent Data Acquisition and Advanced Com-
puting Systems: Technology and Applications (IDAACS’2011).

Dr. Ricardo Vigário:

• Program Committee Member:

International Steering Committee of the 9th International Conference on Latent
Variable Analysis and Signal Separation (LVA/ICA’2010), St. Malo, France,
September 27-30, 2010.
Int. Symposium on Intelligent Data Analysis (IDA’2011), Porto, Portugal.
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Dr. Zhirong Yang:

• IEEE / WIC / ACM International Conferences on Web Intelligence, Toronto,
Canada, 31.8.- 3.9.2010.

• The 28th International Conference on Machine Learning, Bellevue, Washington,
28/6/2011-2/7/2011.

• IEEE/WIC/ACM International Conference on Web intelligence, Lyon, France, 22-
27 August, 2011.

M.Sc. Leo Lahti:

• Member of the COST/EUGESMA working group, U.K., 2009.
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Important domestic positions of trust held by personnel of the unit

Professor Juha Karhunen:

• Program Committee Member:
The 20th IEEE International Workshop on Machine Learning for Signal Processing
(MLSP 2010), Kittilä, Finland, August-September 2010
Int. Conf. on Artificial Neural Networks (ICANN 2011)

Professor Samuel Kaski:

• Program Committee Member:
Machine Learning for Signal Processing, MLSP 2010, Kittilä, Finland, 29.8.-
1.89.2010.
International Conference on Artificial Neural Networks (ICANN 2011), Espoo, Fin-
land.

• Session Chairman:
Machine Learning for Signal Processing, MLSP 2010, Kittilä, Finland, 2010.

• Invited talk: Methods for analyzing multiple metabolomics data sources, Metabomeet-
ing 2011, Finland.

Professor Erkki Oja:

• Programme committee member:
International Conference of Artificial Neural Networks (ICANN) 2011.

• Chairman, Research council for natural sciences and engineering, Academy of Fin-
land

• Member, Governing Board of the Academy of Finland

• Opponent at the doctoral dissertation of Ville Heikkinen, University of Eastern Fin-
land, 2011.

Professor Olli Simula:

• Chairman, IEEE Computer Chapter, Finland.

• Program Committee Member: 8th International Conference on Self-Organizing
Maps (WSOM 2011).
Twenty-second International Conference on Algorithmic Learning Theory (ALT 11)
and Fourteenth International Conference on Discovery Science (DS 2011), jointly
ALT/DS 2011.
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Dr. Francesco Corona:

• Programme and organising committee member:
Machine Learning for Signal Processing, MLSP 2010, Kittilä, Finland, 29.8.-
1.89.2010.
ICANN 2011: International Conference on Artificial Neural Networks, Espoo (Fin-
land), June 14-17th, 2011.
WSOM 2011: 8th International Workshop on Self-Organizing Maps, Espoo (Fin-
land), June 13rd-15th, 2011.

• Pre-examiner of a doctoral thesis:
Harri Niska, University of Eastern Finland, 2011.

Dr. Antti Honkela:

• Program Committee Member:
Machine Learning for Signal Processing, MLSP 2010, Kittilä, Finland, 29.8.-
1.89.2010.

Dr. Timo Honkela:

• Program Committee Member:
Contexts of Language: How to analyze context?, Helsinki 10.-11.12.2010.
International Conference of Artificial Neural Networks (ICANN) 2011.

• Editorial Board Member, Puhe ja kieli, Finland.

• Editorial Board Member, Tieteessä tapahtuu, Finland.

• Member of Steering Committee, Langnet - Finnish Graduate School in Language
Studies, Finland, 2009.

• Board Member, Hecse - Helsinki Graduate School in Computer Science and Engi-
neering, Finland, 2009.

• Opponent at the doctoral dissertation:
Antti Airola, University of Turku.

Dr. Markus Koskela:

• Vice President, Suomen hahmontunnistuksen seura ry, Pattern Recognition Society
of Finland 2010-2011.

• Pre-examiner of the doctoral thesis:
Ville Heikkinen, University of Eastern Finland, 2011.
Sami Huttunen, University of Oulu, 2011.

• Opponent at the doctoral dissertation of Sami Huttunen, University of Oulu, 2011.
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Dr. Mikko Kurimo:

• Program Committee Member: International Conference of Artificial Neural Net-
works (ICANN) 2011.
Morpho Challenge Workshop 2010, Espoo, Finland, 2.-3-9.2010
IEEE Workshop on Machine Learning for Signal Processing, Kittilä, Finland, 29.8.
-1.9.2010.

• Session chairman, IEEE Workshop on Machine Learning for Signal Processing, Kit-
tilä, Finland, 29.8. -1.9.2010.

• Editor, Proceedings of the Morpho Challenge 2010 workshop.

• Opponent at the doctoral dissertation of Rahim Saeidi, University of Eastern Fin-
land, 2011.

Dr. Jorma Laaksonen:

• Programme committee: 8th WORKSHOP ON SELF-ORGANIZING MAPS,
WSOM 2011 Otaniemi, 13-15.6.2011.
2010 IEEE International Workshop on Machine Learning for Signal Processing, Au-
gust 29 - September 1, 2010 Kittilä, Finland.

• Pre-examiner of a doctoral theses: Alexey Andriyashin, Universtiy of Eastern Fin-
land, 2011. Teemu Kinnunen, Lappeenranta University of Technology, 2011.

• Opponent at the doctoral dissertations:
Vili Kellokumpu, University of Oulu, 2011.
Teemu Kinnunen, Lappeenranta University of Technology, 2011.

• Programme committee member:
ICANN 2011: International Conference on Artificial Neural Networks, June 14-17th,
2011, Espoo, Finland.

Dr. Jaakko Peltonen:

• Programme committee: The Twentieth IEEE International Workshop on Machine
Learning for Signal Processing (MLSP 2010), Kittilä, Finland
ICANN 2011, 8th Intl Workshop on Self-Organizing Maps, 14.-17.6.2011
WSOM 2011, 8th Intl Workshop on Self-Organizing Maps, 13.-15.6.2011

• Advisor and board member,Helsinki Graduate School on Computational Science and
Engineering.
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Dr. Tapani Raiko:

• Programme and organising committee, 2010 IEEE International Workshop on Ma-
chine Learning for Signal Processing, Kittilä, Finland, 29.8.-1.9.2010.

• Vice Chairman, Finnish Artificial Intelligence Society, Suomen Tekoälyseura, Fin-
land, 2010.

Dr. Kimmo Raivio:

• Pre-examiner of a doctoral thesis:
Gabor, Fekete, University of Jyväskylä, 2010.

Dr. Ricardo Vigário:

• Membership of the organising committee, Int. Conf. on Artificial Neural Networks
(ICANN’2011), Espoo.

• Pre-examiner of a doctoral thesis:
Igor Kalyakin, University of Jyväskylä.

M.Sc. Leo Lahti:

• Vice Chairman, Finnish Society for Bioinformatics, 2010.

M.Sc. Mari-Sanna Paukkeri:

• Program Committee Member, International Conference of Artificial Neural Networks
(ICANN).
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Research visits abroad by personnel of the unit

• Lasse Hyyrynen, University of Tallin, Estonia, 4 months, 2010

• Tommi Vatanen, CERN, Geneve, Switzerland, 1 month, 2010.

• Dr.(Tech.) Kalle Palomäki, University of Sheffield, UK, 4 months, 2010.

• Dr.(Tech.) Antti Honkela, University of Manchester, UK, 7 months, 2010.

• Mikael Kuusela, CERN, Geneve, Switzerland, 3 months, 2010.

• Dr.(Tech.) Tapani Raiko, New York University, 1 month, USA, 2010.

• Dr.(Tech) Leo Lahti, European Bioinformatics Institute EBI, UK, 1 month, 2010.

• Dr.(Tech.) Mikko Kurimo, Nagoya Institute of Technology, Japan, 2 months, 2010.

• PhD Francesco Corona, University of Cagliari, Italy, 2 months, 2010.

• M.Sc. Ulpu Remes, Nagoya Institute of Technology, Japan, 4 months, 2010.

• M.Sc. Dusan Sovilj, Leibniz Institute for Baltic Sea Research, Warnemünde, Ger-
manu, 2 months, 2010.

• Dr.(Tech.) Jaakko Peltonen, University of Sheffield, Sheffield Institute for Transla-
tional Neuroscience, UK,2 months, 2010.

• PhD Francesco Corona, University of Cagliari, Italy, 3 months, 2011.

• Dr.(Tech.) Jaakko Peltonen, University of Sheffield, Sheffield Institute for Transla-
tional Neuroscience, UK,8 months, 2011.

• Dr.(Tech.) Arto Klami, University of California, Berkeley, USA, 2 weeks, 2011.

• B.Sc. Mikael Kuusela, Fermilab Country, USA, 2 months, 2011.

• Dr.(Tech.) Kalle Palomäki, University of Sheffield, UK, 3 weeks, 2011.

• M.Sc. Ulpu Remes, Nagoya Institute of Technology, Japan, 4 months, 2011.



Awards and activities 25

Research visits by foreign researchers to the unit

• PhD Tanel Alumäe, Tallinn University of Technology, Estonia, 3 months, 2010

• PhD Rama Sanand Doddipadla, IIT Kanpur, India, 4 months, 2010.

• M.Sc. Kairit Sirts, Tallinn University of Technology, Estonia, 1 month, 2010.

• Prof. Morgan Nelson, ICSI Berkeley, USA, 1 day, 2010.

• PhD Federico Montesino Pouzols, University of Sevilla, Spain, 12 months, 2010.

• PhD Alberto Guillen, University of Granada, Spain, 1 month, 2010.

• M.Sc. Benoit Frenay, M.Sc., Universite Catholique de Louvain, France, 2 months,
2010.

• Prof. Antoni Neme, National Autonomous University of Mexico, Meksiko, 4 months,
2010.

• PhD Koen van Leemput, Massachusetts General Hospital; Harvard Medical School,
USA, 12 months, 2010.

• Assist. Prof. Milen Chechev, Sofia University, Bulgaria, 4 months, 2010.

• PhD Roman Naumov, Institute of Higher Nervous Activity and Neurophysiology,
Moscow, Russia Federation, 1 month, 2010.

• M.Sc. Satoru Ishikawa, University of Aizu, Japan, 5 months, 2010.

• PhD Bjoern Menze, MIT, USA, 1 month, 2010.

• PhD Stan Smits, EIT ICT Labs, The Netherlands, Hollanti, 2 days, 2010.

• PhD Marie Sjölinder, SICS, Sweden, 3 days, 2010.

• Jorge Ramon Letosa, University of Zaragoza, Spain, 3 months, 2010.

• Alejandro Lopez Vidal, University Carlos III de Madrid, Spain, 3 months, 2010.

• PhD Mauricio Kugler, Nagoya Institute of Technology, Japan, 2 days, 2011.

• PhD Mathew Migimai Doss, IDIAP, Switzerland, 2 days, 2011.

• Prof. Eric Severin, University of Lille, France, 2 weeks, 2011.

• Prof. Asoke Nandi, University of Liverpool, UK, 1 day, 2011.

• Dean Jiang Xiuwen, Dahlian University, China, 1 day, 2011.

• Prof. Jose Principe, University of Florida, 2 days, 2011.

• Prof. Risto Miikkulainen, Univesrtiy of Texas at Austin, USA, 2 days, 2011.

• Prof. Thomas Griffiths, University of California, Berkeley, USA, 4 days, 2011.

• Prof. Geoffrey Hinton, University of Toronto, Canada, 4 days, 2011.

• Prof. John Shawe-Taylor, Univesrity College London, UK, 4 days, 2011.
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• Prof. Joshua Tenenbaum, Massachusetts Institute of Technology, USA, 4 days, 2011.

• Prof. Barbara Hammer, Bielefeld University, Germany, 3 days, 2011.

• Hiroshi Mamitsuka, Tokyo University, Japan, 1 week, 2011.
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Mutual Dependency-Based Modeling of Relevance in Co-

Occurrence Data

Eerika Savia

Dissertation for the degree of Doctor of Science in Technology on 18 June 2010.

External examiners:
Tapio Salakoski (University of Turku, Finland)
David R. Hardoon (University College London, UK)
Opponent:
Michal Rosen-Zvi (IBM Reasearch Lab, Haifa, Israel)

Abstract:

In the analysis of large data sets it is increasingly important to distinguish the relevant
information from the irrelevant. This thesis outlines how to find what is relevant in
so-called co-occurrence data, where there are two or more representations for each data
sample.

The modeling task sets the limits to what we are interested in, and in its part defines
the relevance. In this work, the problem of finding what is relevant in data is formalized
via dependence, that is, the variation that is found in both (or all) co-occurring data sets
was deemed to be more relevant than variation that is present in only one (or some) of
the data sets. In other words, relevance is defined through dependencies between the data
sets.

The method development contributions of this thesis are related to latent topic models
and methods of dependency exploration. The dependency-seeking models were extended
to nonparametric models, and computational algorithms were developed for the mod-
els. The methods are applicable to mutual dependency modeling and co-occurrence data
in general, without restriction to the applications presented in the publications of this
work. The application areas of the publications included modeling of user interest, rel-
evance prediction of text based on eye movements, analysis of brain imaging with fMRI
and modeling of gene regulation in bioinformatics. Additionally, frameworks for different
application areas were suggested.

Until recently it has been a prevalent convention to assume the data to be normally
distributed when modeling dependencies between different data sets. Here, a distribution-
free nonparametric extension of Canonical Correlation Analysis (CCA) was suggested,
together with a computationally more efficient semi-parametric variant. Furthermore, an
alternative view to CCA was derived which allows a new kind of interpretation of the
results and using CCA in feature selection that regards dependency as the criterion of
relevance.

Traditionally, latent topic models are one-way clustering models, that is, one of the
variables is clustered by the latent variable. We proposed a latent topic model that
generalizes in two ways and showed that when only a small amount of data has been
gathered, two-way generalization becomes necessary.
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In the field of brain imaging, natural stimuli in fMRI studies imitate real-life situations
and challenge the analysis methods used. A novel two-step framework was proposed for
analyzing brain imaging measurements from fMRI. This framework seems promising for
the analysis of brain signal data measured under natural stimulation, once such measure-
ments are more widely available.
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Advances in the Theory of Nearest Neighbor Distributions

Elia Liitiäinen

Dissertation for the degree of Doctor of Science in Technology on 22 October 2010.

External examiners:
Mathew D. Penrose (University of Bath, UK)
Dafydd Evans (Cardiff University, UK)
Opponents:
Luc Devroye (McGill University, Montreal, Canada)

Abstract:
A large part of non-parametric statistical techniques are in one way or another related
to the geometric properties of random point sets. This connection is present both in the
design of estimators and theoretical convergence studies. One such relation between geom-
etry and probability occurs in the application of non-parametric techniques for computing
information theoretic entropies: it has been shown that the moments of the nearest neigh-
bor distance distributions for a set of independent identically distributed random variables
are asymptotically characterized by the R´enyi entropies of the underlying probability den-
sity. As entropy estimation is a problem of major importance, this connection motivates
an extensive study of nearest neighbor distances and distributions.

In this thesis, new results in the theory of nearest neighbor distributions are derived
using both geometric and probabilistic proof techniques. The emphasis is on results that
are useful for finite samples and not only in the asymptotic limit of an infinite sample.

Previously, in the literature it has been shown that after imposing sufficient regular-
ity assumptions, the moments of the nearest neighbor distances can be approximated by
invoking a Taylor series argument providing the connection to the R´enyi entropies. How-
ever, the theoretical results provide limited understanding to the nature of the error in
the approximation. As a central result of the thesis, it is shown that if the random points
take values in a compact set (e.g. according to the uniform distribution), then under suf-
ficient regularity, a higher order moment expansion is possible. Asymptotically, the result
completely characterizes the error for the original low order approximation.

Instead of striving for exact computation of the moments through a Taylor series
expansion, in some cases inequalities are more useful. In the thesis, it is shown that
concrete upper and lower bounds can be established under general assumptions. In fact,
the upper bounds rely only on a geometric analysis.

The thesis also contains applications to two problems in nonparametric statistics, resid-
ual variance and R´enyi entropy estimation. A well-established nearest neighbor entropy
estimator is analyzed and it is shown that by taking the boundary effect into account,
estimation bias can be significantly reduced. Secondly, the convergence properties of a
recent residual variance estimator are analyzed.
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Probabilistic Analysis of the Human Transcriptome with Side

Information

Leo Lahti

Dissertation for the degree of Doctor of Science in Technology on 17 December 2010.

External examiners:
Juho Rousu (University of Helsinki, Finland)
Simon Rogers (University of Glasgow, UK)
Opponent:
Volker Roth (Universität Basel, Switzerland)

Abstract:
Recent advances in high-throughput measurement technologies and efficient sharing of
biomedical data through community databases have made it possible to investigate the
complete collection of genetic material, the genome, which encodes the heritable genetic
program of an organism. This has opened up new views to the study of living organisms
with a profound impact on biological research.

Functional genomics is a subdiscipline of molecular biology that investigates the func-
tional organization of genetic information. This thesis develops computational strategies
to investigate a key functional layer of the genome, the transcriptome. The time- and
context-specific transcriptional activity of the genes regulates the function of living cells
through protein synthesis. Efficient computational techniques are needed in order to ex-
tract useful information from high-dimensional genomic observations that are associated
with high levels of complex variation. Statistical learning and probabilistic models provide
the theoretical framework for combining statistical evidence across multiple observations
and the wealth of background information in genomic data repositories.

This thesis addresses three key challenges in transcriptome analysis. First, new pre-
processing techniques that utilize side information in genomic sequence databases and
microarray collections are developed to improve the accuracy of high-throughput microar-
ray measurements. Second, a novel exploratory approach is proposed in order to construct
a global view of cell-biological network activation patterns and functional relatedness be-
tween tissues across normal human body. Information in genomic interaction databases
is used to derive constraints that help to focus the modeling in those parts of the data
that are supported by known or potential interactions between the genes, and to scale
up the analysis. The third contribution is to develop novel approaches to model depen-
dency between co-occurring measurement sources. The methods are used to study cancer
mechanisms and transcriptome evolution; integrative analysis of the human transcriptome
and other layers of genomic information allows the identification of functional mechanisms
and interactions that could not be detected based on the individual measurement sources.
Open source implementations of the key methodological contributions have been released
to facilitate their further adoption by the research community.
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Algorithms for approximate Bayesian inference with applica-

tions to astronomical data analysis

Yoan Miche

Dissertation for the degree of Doctor of Science in Technology on 2 November 2010.

External examiners:
Thomas Villmann (Hochschule Mittweida, University of
Applied Sciences, Germany)
Andrew Ker (University of Oxford, UK)
Opponent:
Tapio Seppänen (University of Oulu, Finland)

Abstract:
In the history of human communication, the concept and need for secrecy between the
parties has always been present. One way of achieving it is to modify the message so that
it is readable only by the receiver, as in cryptography for example. Hiding the message in
an innocuous medium is another, called steganography. And the counterpart to steganog-
raphy, that is, discovering whether a message is hidden in a specific medium, is called
steganalysis. Other concerns also fall within the broad scope of the term steganalysis,
such as estimating the message length for example (which is quantitative steganalysis).

In this dissertation, the emphasis is put on classical steganalysis of images first – the
mere detection of a modified image –, for which a practical benchmark is proposed: the
evaluation of a sufficient amount of samples to perform the steganalysis in a statistically
significant manner, followed by feature selection for dimensionality reduction and inter-
pretability. The fact that most of the features used in the classical steganalysis task have
a physical meaning, regarding the image, lends itself to an introspection and analysis of
the selected features for understanding the functioning and weaknesses of steganographic
schemes.

This approach is computationally demanding, both because of the feature selection
and the size of the data in steganalysis problems. To address this issue, a fast and efficient
machine learning model is proposed, the Optimally-Pruned Extreme Learning Machine
(OP-ELM). It uses random projections in the framework of an Artificial Neural Network
(precisely, a Single Layer Feedforward Network) along with a neuron selection strategy, to
obtain robustness regarding irrelevant features, and achieves state of the art performances.

The OP-ELM is also used in a novel approach at quantitative steganalysis (message
length estimation). The re-embedding concept is proposed, which embeds a new known
message in a suspicious image. By repeating this operation multiple times for varying
sizes of the newly embedded message, it is possible to estimate the original message size
used by the sender, along with a confidence interval on this value. An intrinsic property
of the image, the inner difficulty, is also revealed thanks to the confidence interval width;
this gives an important information about the reliability of the estimation on the original
message size.
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Methodologies for Time Series Prediction and Missing Value

Imputation

Antti Sorjamaa

Dissertation for the degree of Doctor of Science in Technology on 19 November 2010.

External examiners:
Madalina Olteanu (Universtiy of Paris 1, France)
Vincent Wertz(Catholic University of Louvain, Belgium)
Opponent:
Guilherme Barreto (Federal University of Ceará, Brazil)

Abstract:
The amount of collected data is increasing all the time in the world. More sophisticated
measuring instruments and increase in the computer processing power produce more and
more data, which requires more capacity from the collection, transmission and storage.
Even though computers are faster, large databases need also good and accurate method-
ologies for them to be useful in practice. Some techniques are not feasible to be applied
to very large databases or are not able to provide the necessary accuracy.

As the title proclaims, this thesis focuses on two aspects encountered with databases,
time series prediction and missing value imputation. The first one is a function approxima-
tion and regression problem, but can, in some cases, be formulated also as a classification
task. Accurate prediction of future values is heavily dependent not only on a good model,
which is well trained and validated, but also preprocessing, input variable selection or pro-
jection and output approximation strategy selection. The importance of all these choices
made in the approximation process increases when the prediction horizon is extended
further into the future.

The second focus area deals with missing values in a database. The missing values can
be a nuisance, but can be also be a prohibiting factor in the use of certain methodologies
and degrade the performance of others. Hence, missing value imputation is a very neces-
sary part of the preprocessing of a database. This imputation has to be done carefully in
order to retain the integrity of the database and not to insert any unwanted artifacts to
aggravate the job of the final data analysis methodology. Furthermore, even though the
accuracy is always the main requisite for a good methodology, computational time has to
be considered alongside the precision.

In this thesis, a large variety of different strategies for output approximation and
variable processing for time series prediction are presented. There is also a detailed pre-
sentation of new methodologies and tools for solving the problem of missing values. The
strategies and methodologies are compared against the state-of-the-art ones and shown to
be accurate and useful in practice.
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Theses

Master of Science in Technology

2010

Dubrovin, Tero
Tilastollinen tekstianalyysi kaupunkisuunnittelun apuvälineen osallistavassa paikkati-
etojärjestelmässä

Maaranen, Jyrki
Taloudellisten aikasarjojen ennustaminen ja analysointi ohjatut asiantuntijat -neuroverkolla

Mohammadi, Pejman
Bayesian Integrative Modelling of Metabolic and Transcriptional Data Using Pathway
Information

Nevala, Maija
Discovering Functional Gene-MicroRNA Modules with Probabilistic Methods

Nieminen, Ilari
Tag Recommendation in Folksonomies

Oksman, Pekko
Classification of Precipitation Patterns in Weather Radar Images

Roivainen, Tuomo
Classification of taxi trips with self-organizing maps (Taksimatkojen luokittelu neu-
roverkko menetelmällä)

Räty, Jani
Number Plate Recognition

Saarimäki, Jarno
Performance Metrics for the Atmospheric Model ECHAM5

Tapiovaara, Tero
Normalized Compression Distance in Automatic Evaluation of Machine Translations

Tornio, Matti
Natural Gradient for Variational Bayesian Learning

Wagner, Paul
On the stability of reinforcement learning under partial observability and generalizing
representations

35
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Viinikanoja, Jaakko
Locally linear robust Bayesian dependency modeling of co-occurence data

Virtanen, Seppo
Bayesian Exponential Family Projections

Wu, Jing
Online Face Recognition with Application to Proactive Augmented Reality

Yao, Li
Anomaly Detection and Location with an Application to an Energy Management System

2011

Alene, Henok
Graph Based Clustering for Anomaly Detection in IP Networks

Calandra, Roberto
An Exploration of Deep Belief Networks toward Adaptive Learning

Cho, KyungHyun
Improved Learning Algorithms for Restricted Bolzmann Machines

Gillberg, Jussi
Targeted Learning by Imposing Asymmetric Sparsity

Lopez Vidal, Alejandro
Traffic flow simulation and optimization using evolutionary strategies

Mehmood, Yasir
Comparing Talks, Realities and Concerns on Climate Change: An analysis of Textual,
Numerical and Categorical Data

Osmala, Maria
Regularized Modelling of Dependencies between Gene Expression and Metabolomics Data
in Studying Metabolic Regulation

Smit, Pieter
Stacked transformations for foreign accented speech recognition

Trovo, Francesco
Regret Estimation for Multi Slot Incentive Compatible Multi Armed Bandit

Wang, Chiwei
Latent variable models for a probabilistic timeline browser

Wang, Chao
Software Development of Quadratic Nonnegative Matrix Factorization

Zhu, Zhanxing
Supervised Distance Preserving Projections for Dimensionality Reduction
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Chapter 1

Introduction

The Centre of Excellence called the Adaptive Informatics Research Centre (AIRC) started
in January 2006 in the Laboratory of Computer and Information Science at Helsinki
University of Technology. It followed the tradition of the Neural Networks Research Centre
(NNRC), operative for two six-year periods from 1994 to 2005, also under the national
Centre of Excellence status. AIRC finished in December 2011 at the Department of
Information and Computer Science, School of Science, Aalto University, to be directly
followed by a new Centre of Excellence in Computational Inference (2012 - 2017).

The core function and strength of our Centres of Excellence is the ability to analyze and
process extensive data sets coming from a number of various application fields using our
own innovative and generic methods. Our research has concentrated on neurocomput-
ing and statistical machine learning algorithms, with a number of applications. In the
algorithmic research, we have attained a world class status over the years, especially in
such unsupervised machine learning methods as the Self-Organizing Map and Independent
Component Analysis.

Building on this solid methodological foundation, we apply the knowledge, expertise and
tools to advance knowledge in other domains and disciplines. In the AIRC, we took a goal-
oriented and interdisciplinary approach in targeting at the adaptive informatics problem.
By adaptive informatics we mean a field of research where automated learning algorithms
are used to discover the relevant informative concepts, components, and their mutual
relations from large amounts of data. Access to the ever-increasing amounts of available
data and its transformation to forms intelligible for the human user is one of the grand
challenges in the near future.

The AIRC Centre of Excellence focussed on several adaptive informatics problems. One
is the efficient retrieval and processing techniques for text, digital audio and video, and
numerical data such as biological and medical measurements, which create valuable infor-
mation sources. Another problem area are advanced multimodal natural interfaces. We
are building systems that process multimodal contextual information including spoken
and written language, images, videos, and explicit and implicit user feedback. Automated
semantic processing of such information facilitates cost-effective knowledge acquisition and
knowledge translation without the need to build the descriptions manually. Yet another
problem, which we approach together with experts in brain science and molecular biology,
is to develop and apply our algorithmic methods to problems in neuroinformatics and
bioinformatics.
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The Adaptive Informatics methodology that we focus on is to build empirical models of the
data by using automated machine learning techniques, in order to make the information
usable. The deep expertise on the algorithmic methods, gained over the years, is used to
build realistic solutions, starting from the problem requirements. The application domains
have been chosen because of our acquired knowledge in some of their core problems,
because of their strategic importance in the near future, and because of their mutual
interrelations. The algorithms are based on our own core expertise. Future research,
which largely takes place in the new Center of Excellence in Computational Inference
(COIN; 2012 - 2017), will continue to be novel, innovative, as well as inter- and multi-
disciplinary, with a specific focus on shared research activities that will have a significant
societal impact.

The AIRC Centre of Excellence consisted of five interrelated research groups: Algorithms
and Methods, Bioinformatics and Neuroinformatics, Multimodal Interfaces, Computa-
tional Cognitive Systems, and Adaptive Informatics Applications (see Figure 1.1).

Figure 1.1: The organization of the AIRC Centre of Excellence

The Algorithms and Methods group conducted basic algorithmic research in adaptive in-
formatics that relies heavily on computer science, mathematics and statistics, and was
partly motivated by the research problems of other groups. In contrast, the groups of
Bioinformatics and Neuroinformatics, Multimodal Interfaces and Computational Cogni-
tive Systems formed an interdisciplinary research network with shared research interests
in life and human sciences. The group of Adaptive Informatics Applications brought
the research results into practice together with collaborating enterprises. This inter- and
multi-disciplinary diversity facilitated a rich exchange of ideas, knowledge and expertise
both within and between research groups. The ideas generated in one research group
spark innovative ideas and research methods in other groups. This kind of ability to
pool knowledge and resources between groups reduces duplication, saves time, and gen-
erates more powerful research methods and results. Altogether, it makes the Centre of
Excellence a coherent whole. One proof of the success was that the core group of senior
researchers, complemented by some other PI’s, won already the fourth consequent Center
of Excellence, COIN (Computational Inference).
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Each group in AIRC and COIN has a wide range of national and international collaborators
both in Academia and industry. Researcher training, graduate studies, and promotion of
creative research is strongly emphasized, following the successful existing traditions.

The present Biennial Report 2010 - 2011 details the individual research projects of the five
groups during the final two years of the six-year period of the AIRC. Additional informa-
tion including demos etc. is available from our Web pages, www.cis.hut.fi/research.
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2.1 Bayesian modeling and variational learning

Unsupervised learning methods are often based on a generative approach where the goal
is to find a latent variable model which explains how the observations were generated. It
is assumed that there exist certain latent variables (also called in different contexts source
signals, factors, or hidden variables) which have generated the observed data through an
unknown mapping. The goal of generative learning is to identify both the latent variables
and the unknown generative mapping.

The success of a specific model depends on how well it captures the structure of the phe-
nomena underlying the observations. Various linear models have been popular, because
their mathematical treatment is fairly easy. However, in many realistic cases the observa-
tions have been generated by a nonlinear process. Unsupervised learning of a nonlinear
model is a challenging task, because it is typically computationally much more demand-
ing than for linear models, and flexible models require strong regularization for avoiding
overfitting.

In Bayesian data analysis and estimation methods, all the uncertain quantities are modeled
in terms of their joint probability distribution. The key principle is to construct the joint
posterior distribution for all the unknown quantities in a model, given the data sample.
This posterior distribution contains all the relevant information on the parameters to
be estimated in parametric models, or the predictions in non-parametric prediction or
classification tasks [1, 2].

Denote by H the particular model under consideration, and by θ the set of model param-
eters that we wish to infer from a given data set X. The posterior probability density
p(θ|X,H) of the parameters given the data X and the model H can be computed from
the Bayes’ rule

p(θ|X,H) =
p(X|θ,H)p(θ|H)

p(X|H)
(2.1)

Here p(X|θ,H) is the likelihood of the parameters θ, p(θ|H) is the prior pdf of the pa-
rameters, and p(X|H) is a normalizing constant. The term H denotes all the assumptions
made in defining the model, such as the choice of a particular model class and structure,
specific noise model, etc.

The parameters θ of a particular model Hi are often estimated by seeking the peak value
of a probability distribution. The non-Bayesian maximum likelihood (ML) method uses
to this end the distribution p(X|θ,H) of the data, and the Bayesian maximum a posteriori
(MAP) method finds the parameter values that maximize the posterior probability density
p(θ|X,H). However, using point estimates provided by the ML or MAP methods is often
problematic, because the model order estimation and overfitting (choosing too complicated
a model for the given data) are severe problems [1, 2].

Instead of searching for some point estimates, the correct Bayesian procedure is to use all
possible models to evaluate predictions and weight them by the respective posterior prob-
abilities of the models. This means that the predictions will be sensitive to regions where
the probability mass is large instead of being sensitive to high values of the probability
density [3, 2]. This procedure optimally solves the issues related to the model complexity
and choice of a specific model Hi among several candidates. In practice, however, the dif-
ferences between the probabilities of candidate model structures are often very large, and
hence it is sufficient to select the most probable model and use the estimates or predictions
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given by it.

A problem with fully Bayesian estimation is that the posterior distribution (2.1) has a
highly complicated form except for in the simplest problems. Therefore it is too difficult
to handle exactly, and some approximative method must be used. Variational methods
form a class of approximations where the exact posterior is approximated with a simpler
distribution [4, 2]. In a method commonly known as Variational Bayes (VB) [1, 3, 2] the
misfit of the approximation is measured by the Kullback-Leibler (KL) divergence between
two probability distributions q(v) and p(v). The KL divergence is defined by

D(q ‖ p) =

∫

q(v) ln
q(v)

p(v)
dv (2.2)

which measures the difference in the probability mass between the densities q(v) and p(v).

A key idea in the VB method is to minimize the misfit between the actual posterior pdf
and its parametric approximation using the KL divergence. The approximating density is
often taken a diagonal multivariate Gaussian density, because the computations become
then tractable. Even this crude approximation is adequate for finding the region where
the mass of the actual posterior density is concentrated. The mean values of the Gaussian
approximation provide reasonably good point estimates of the unknown parameters, and
the respective variances measure the reliability of these estimates.

A main motivation of using VB is that it avoids overfitting which would be a difficult
problem if ML or MAP estimates were used. VB method allows one to select a model
having appropriate complexity, making often possible to infer the correct number of la-
tent variables or sources. It has provided good estimation results in the very difficult
unsupervised (blind) learning problems that we have considered.

Variational Bayes is closely related to information theoretic approaches which minimize
the description length of the data, because the description length is defined to be the
negative logarithm of the probability. Minimal description length thus means maximal
probability. In the probabilistic framework, we try to find the latent variables or sources
and the nonlinear mapping which most probably correspond to the observed data. In
the information theoretic framework, this corresponds to finding the latent variables or
sources and the mapping that can generate the observed data and have the minimum
total complexity. This information theoretic view also provides insights to many aspects
of learning and helps to explain several common problems [5].

During the last two years, our research has extended to deep learning, which is not a
Bayesian but a probabilistic latent variable analysis method. In deep learning one tries
to find hierarchical representations of data, starting from observations towards more and
more abstract representations. Deep learning can be cumbersome and difficult but on
the other hand it can provide world record results in difficult classification problems. We
have improved deep learning algorithms, making them more stable and robust against
the choice of learning parameters. Deep learning is discussed in this chapter in its own
subsection.

In the following subsections, we first discuss improvements in variational Bayesian learning,
including a natural conjugate gradient algorithm which speeds up learning remarkably, as
well as transformations of latent variables leading also to a faster convergence. After this
we consider extensions of probabilistic principal component analysis (PCA) for treating
missing values and achieving robustness in the presence of outliers. We then consider
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time series modeling in bioinformatics to learn gene regulatory relationships from time
series expression data. Our contributions to deep learning and Boltzmann machines are
discussed in the next section. Finally, we have carried out some work on oscillatory neural
networks, and applied our Bayesian methods to novelty detection in structural health
monitoring and document classification utilizing relational information.
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2.2 Algorithmic improvements for variational inference

Riemannian conjugate gradient

Variational methods for approximate inference in machine learning often adapt a paramet-
ric probability distribution to optimize a given objective function. This view is especially
useful when applying variational Bayes (VB) to models outside the conjugate-exponential
family. For them, variational Bayesian expectation maximization (VB EM) algorithms
are not easily available, and gradient-based methods are often used as alternatives.

In previous machine learning algorithms based on natural gradients [6], the aim has been to
use maximum likelihood to directly update the model parameters θ taking into account the
geometry imposed by the predictive distribution for data p(X |θ). The resulting geometry
is often very complicated as the effects of different parameters cannot be separated and
the Fisher information matrix is relatively dense.

Recently, in [7], we propose using natural gradients for free energy minimisation in vari-
ational Bayesian learning using the simpler geometry of the approximating distributions
q(θ|ξ). Because the approximations are often chosen to minimize dependencies between
different parameters θ, the resulting Fisher information matrix with respect to the varia-
tional parameters ξ will be mostly diagonal and hence easy to invert.

While taking into account the structure of the approximation, plain natural gradient in this
case ignores the structure of the model and the global geometry of the parameters θ. This
can be addressed by using conjugate gradients. Combining the natural gradient search
direction with a conjugate gradient method yields our proposed approximate Riemannian
conjugate gradient (RCG) method.

The RCG algorithm was compared against conjugate gradient (CG) and Riemannian
gradient (RG) algorithms in learning a nonlinear state-space model [8]. The results for a
number of datasets ranging from 200 to 500 samples of 21 dimensional speech spectrograms
can be seen in Figure 2.1. The plain CG and RG methods were clearly slower than others
and the maximum runtime of 24 hours was reached by most CG and some RG runs. RCG
was clearly the fastest algorithm with the older heuristic method of [8] between these
extremes. The results with a larger data set are very similar with RCG outperforming all
alternatives by a factor of more than 10.

The experiments in [7] show that the natural conjugate gradient method outperforms
both conjugate gradient and natural gradient methods by a large margin. Considering
univariate Gaussian distributions, the regular gradient is too strong for model variables
with small posterior variance and too weak for variables with large posterior variance.
The posterior variance of latent variables is often much larger than the posterior variance
of model parameters and the natural gradient takes this into account in a very natural
manner.

Transformation of latent variables

Variational methods have been used for learning linear latent variable models in which
observed data vectors x(t) are modeled as linear combination of latent variables s(t):

x(t) = As(t) + µ + n(t), t = 1, . . . , N. (2.3)
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Figure 2.1: Convergence speed of the Riemannian conjugate gradient (RCG), the Rie-
mannian gradient (RG) and the conjugate gradient (CG) methods as well as the heuristic
algorithm (Old) with different data sizes. The lines show median times with 25 % and
75 % quantiles shown by the smaller marks. The times were limited to at most 24 hours,
which was reached by a number of simulations.

The latent variables are assigned some prior distributions, such as zero-mean Gaussian
priors with uncorrelated components in the basic factor analysis model. When VB learning
is used, the true posterior probability density function (pdf) of the unknown variables is
approximated using a tractable pdf factorized as follows:

p (µ,A, s(1), ..., s(N) | {x(t)}) ≈ q(µ)q(A)q(s(1)) . . . q(s(N)) .

This form of the posterior approximation q ignores the strong correlations present between
the variables, which often causes slow convergence of VB learning.

Parameter-expanded VB (PX-VB) methods were recently proposed to address the slow
convergence problem [9]. The general idea is to use auxiliary parameters in the original
model to reduce the effect of strong couplings between different variables. The auxiliary
parameters are optimized during learning, which corresponds to joint optimization of
different components of the variational approximation of the true posterior. In this way
strong functional couplings between the components are reduced and faster convergence
is facilitated. One of the main challenges for applying the PX-VB methodology is to use
proper reparameterization of the original model.

In our journal paper [10], we present a similar idea in the context of VB learning of factor
analysis models. There we use auxiliary parameters b and R which translate and rotate
the latent variables:

s(t)← s(t)− b µ← µ + Ab

s(t)← Rs(t) A← AR−1 .
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(a) VB cost (b) Training RMSE (c) Test RMSE

Figure 2.2: Convergence of VB PCA tested on artificial data. The dotted and solid curves
represent the results with and without the proposed transformations, respectively.

The optimal parameters b and R which minimize the misfit between the posterior pdf
and its approximation can then be computed analytically. This corresponds to joint op-
timization of factors q(s(t)). In our paper, we show that the proposed transformations
essentially perform centering and whitening of the hidden factors taking into account their
posterior uncertainties.

We tested the effect of the proposed transformations by applying the VB PCA model to
an artificial dataset consisting of N = 200 samples of normally distributed 50-dimensional
vectors x(t). Figure 2.2 shows the minimized VB cost and the root mean squared error
(RMSE) computed on the training and test sets during learning. The curves indicate that
the method first overfits providing a solution with an unreasonably small RMSE. Later,
learning proceeds toward a better solution yielding smaller test RMSE. Note that using
the proposed transformations reduced the overfitting effect at the beginning of learning,
which led to faster convergence to the optimal solution.
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2.3 Extensions of probabilistic PCA

PCA of large-scale datasets with many missing values

Principal component analysis (PCA) is a classical data analysis technique. Some algo-
rithms for PCA scale better than others to problems with high dimensionality. They also
differ in the ability to handle missing values in the data. In our recent paper [11], a case
is studied where the data are high-dimensional and a majority of the values are missing.
In the case of very sparse data, overfitting becomes a severe problem even in simple lin-
ear models such as PCA. Regularization can be provided using the Bayesian approach
by introducing prior for the model parameters. The PCA model can then be identified
using, for example, maximum a posteriori estimates (MAPPCA) or variational Bayesian
(VBPCA) learning.

In [11], we study different approaches to PCA for incomplete data. We show that faster
convergence can be achieved using the following rule for the model parameters:

θi ← θi − γ

(

∂2C

∂θ2

i

)−α
∂C

∂θi

,

where α is a control parameter that allows the learning algorithm to vary from the standard
gradient descent (α = 0) to the diagonal Newton’s method (α = 1). These learning rules
can be used for standard PCA learning and extended to MAPPCA and VBPCA.

The algorithms were tested on the Netflix problem (http://www.netflixprize.com/),
which is a task of predicting preferences (or producing personal recommendations) by
using other people’s preferences. The Netflix problem consists of movie ratings given by
480189 customers to 17770 movies. There are 100480507 ratings from 1 to 5 given, and the
task is to predict 2817131 other ratings among the same group of customers and movies.
1408395 of the ratings are reserved for validation. Thus, 98.8% of the values are missing.

We used different variants of PCA in order to predict the test ratings in the Netflix data
set. The obtained results are shown in Figure 2.3. The best accuracy was obtained using
VB PCA with a simplified form of the posterior approximation (VBPCAd in Figure 2.3).
That method was also able to provide reasonable estimates of the uncertainties of the
predictions.

Robust PCA for incomplete data

Standard PCA is known to be sensitive to outliers in the data because it is based on
minimisation of a quadratic criterion such as the mean-square representation error. Thus,
corrupted or atypical observations may cause the failure of PCA, especially for data sets
with missing values. A standard way to cope with this problem is replacing the quadratic
cost function of PCA a function which grows more slowly.

In [12], we present a new robust PCA model based on the Student-t distribution and show
how it can be identified for data sets with missing values. We make the assumption that
the outliers can arise independently in each sensor (i.e. for each dimension of a data vector).
This assumption is different to the previously introduced techniques [13] and it turns out
to be important for modeling incomplete data sets. The proposed model can improve the
quality of the principal subspace estimation and provide better reconstructions of missing



Bayesian learning of latent variable models 53

0.7

0.8

0.9

1

 

 
MAPPCA (15)

VBPCAd (15)

VBPCAd (30)

VBPCAd (50)

0 1 2 4 8 16 32 64 128 256
0.9

0.95

1

1.05

Figure 2.3: Root mean squared errors for the Netflix data (y-axis) plotted against the
processor time in hours. The upper plot shows the training error while the lower plot
shows the error for the probing data provided by Netflix. The time scale is linear from 0
to 1 and logarithmic above 1.

values. The model can also be used to remove outliers by estimating the true values of
their corrupted components from the uncorrupted ones.

We tested the robust PCA model on the Helsinki Testbed data set which at the moment
of our studies contained many atypical measurements and missing values. The model was
used to estimate four principal components of the temperature measurements from 79
stations in Southern Finland. Figure 2.4 presents the reconstruction of the data using our
robust PCA model for four different stations. The reconstructions look very reasonable
with most of the outliers being removed.

Figure 2.4: Four example signals from the Helsinki Testbed dataset and their reconstruc-
tions using the proposed robust PCA.

The results of this study are presented in more detail in the journal manuscript [14]. More
traditional methods for robust PCA, also with missing values, have been studied in [15].
They are usually much easier to apply compared with Bayesian methods but less effective.
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2.4 Gaussian process models of gene expression and gene

regulation

Bayesian methods are well-suited for analysis of molecular biology data as the data sets
practically always consist of very few samples with a high noise level. We have studied
models of gene transcription regulation based on time series gene expression data in col-
laboration with Neil D. Lawrence and Magnus Rattray of the University of Sheffield. This
is a very challenging modelling task as the time series are very short, typically at most a
dozen time points.

Extending the model of [16] of single input motif systems, i.e. where a single transcription
factor regulates a number of genes, we have developed a method of ranking putative tar-
gets of transcription factors based on expression data [17]. This is achieved by imposing
a Gaussian process (GP) prior on the latent continuous time transcription factor gene
expression profile, which drives a linear ODE model of transcription factor protein trans-
lation and target gene transcription. This linear ODE model leads to a joint GP model
for all observable gene expression values and allows exact marginalisation of the latent
functions. Candidate target genes can be ranked using model likelihood.

We have applied the model to genome-wide ranking of potential target genes of transcrip-
tion factors. Fig. 2.5 shows results from experiments with key regulators of Drosophila
mesoderm and muscle development. They show very high accuracy in terms of enrich-
ment of detected transcription factor binding near the predicted target genes [17]. An
implementation of the method is available in Bioconductor for R [18].
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Figure 2.5: Evaluation results from [17] of two variants of the proposed GP-based rank-
ing methods and two alternatives showing the relative frequency of positive predictions
among N top-ranking targets (“global” evaluations) and among N top genes with an-
notated expression in mesoderm or muscle tissue (“focused” evaluations) for two studied
transcription factors. The dashed line denotes the frequency in the full population and the
dash-dot line within the population considered in focused evaluation. The bars show the
frequency of targets with ChIP-chip binding within 2000 base pairs of the gene. p-values of
results significantly different from random are denoted by ‘***’: p < 0.001, ‘**’: p < 0.01,
‘*’: p < 0.05.

2.5 Deep learning and Boltzmann machines

Deep learning has gained its popularity recently as a way of learning complex and large
probabilistic models [25]. Especially, deep neural networks such as a deep belief network
and a deep Boltzmann machine have been applied to various machine learning tasks with
impressive improvements over conventional approaches.

Deep neural networks are characterized by the large number of layers of neurons and
by using layer-wise unsupervised pretraining to learn a probabilistic model for the data.
A deep neural network is typically constructed by stacking multiple restricted Boltzmann
machines (RBM) so that the hidden layer of one RBM becomes the visible layer of another
RBM. Layer-wise pretraining of RBMs then facilitates finding a more accurate model for
the data. Various papers (see, e.g., [26], [25] and references therein) empirically confirmed
that such multi-stage learning works better than conventional learning methods.

Unfortunately, even training a simple RBM which consists of only two layers of visible
and hidden neurons is known to be difficult [31, 32]. This problem is often evidenced by
the decreasing likelihood during learning. These failures have discouraged using RBMs
and its extensions such as deep Boltzmann machines for more sophisticated and variety
of machine learning tasks.

In our recent conference papers [28], we have proposed to use parallel tempering, an ad-
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vanced Markov-chain Monte-Carlo sampling, as a replacement of a simple Gibbs sampling
in obtaining samples from a model distribution defined by an RBM. It was shown that
a better model with higher log-likelihood could be found using the stochastic gradient
method based on PT compared to a widely-used method of minimizing contrastive diver-
gence.

Additionally to the problem of using a simple Gibbs sampling we have determined other
possible problems that discourage using an RBM as a building block for building a deep
neural network. In [29] we identified density of training samples and learning hyper-
parameters, such as a learning rate and an initialization of parameters, as two sources of
difficulty in training RBMs. Furthermore, we also discovered that the conventional form
of an energy function of Gaussian-Bernoulli RBM (GRBM) is defected in some sense that
learning becomes easily unstable, in [27].

Traditional Gradient Enhanced Gradient

Figure 2.6: The angles between the update directions for the weights of an RBM with 36
hidden neurons. White pixels correspond to small angles, while black pixels correspond to
orthogonal directions. From left to right: traditional gradient after 26 updates, traditional
gradient after 364 updates, enhanced gradient after 26 updates, and enhanced gradient
after 364 updates.

We have derived a new update direction for training RBMs, called enhanced gradient, in
[29]:

wij ← wij + ηw∇e wij (2.4)

bi ← bi + ηb∇e bi (2.5)

cj ← cj + ηc∇e cj , (2.6)

where wij, bi and cj are weight between a visible neuron i and a hidden neuron j and
biases for a visible neurons i and a hidden neuron j, respectively.

The enhanced gradient makes learning based on the stochastic gradient invariant to the
density of training samples as well as the sparsity of hidden neurons. It turned out that the
enhanced gradient is more robust to the choice of learning hyper-parameters and makes
the gradient per hidden neuron more orthogonal to each other as can be see in Figure 2.6.
It was shown to help avoid a common degenerate case where most hidden neurons learn a
bias.

Also in [29], we proposed a new adaptation mechanism, call adaptive learning rate, for
choosing a learning rate on-the-fly. The adaptive learning rate greedily adapts the learn-
ing rate while learning parameters by maximizing the locally estimated log-likelihood.
Together with the enhanced gradient, it shows in Figure 2.7 that more stable and better
models can be trained.

All three approaches– parallel tempering, the enhanced gradient, and the adpative learning
rate– have been shown to work with extensions of RBMs. In [27], we showed that these
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methods can be directly applied to a GRBM which replaces a binary visible neuron of
an RBM with a Gaussian neuron. Furthermore, we showed that a hierarchical version of
Boltzmann machines called deep Boltzmann machines (DBM) can readily use the proposed
approaches in [30].

Additionally to studying Boltzmann machines for deep learning, a method of transforming
a standard multi-layer perceptron by introducing linear shortcut connections and propos-
ing transformations in non-linearities was proposed in [33]. It was shown in the paper that
with the proposed transformations a faster convergence to a state-of-the-art performance
can be achieved.
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Figure 2.7: Log-probabilities and classificiation accuracies of test data for different ini-
tializations of the learning rate. The models were trained on MNIST using the stochastic
gradient with parallel tempering.
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Figure 2.8: Left: The neural signals corresponding to the middle patch (top) and the
patch below it (bottom) plotted as a function of time. The activities are given for the
top-most data sample. Right: The segmentation result obtained from NMF analysis of
the signals. First column from the left is the data, second column is the reconstruction
from the feature activities, third and fourth columns are segmented objects.

2.6 Oscillatory neural networks

In [34] we studied the emergent properties of an artificial neural network which combines
segmentation by oscillations and biased competition for perceptual processing. The aim
was to progress in image segmentation by mimicking abstractly the way how the cerebral
cortex works. In our model, the neurons associated with features belonging to an object
start to oscillate synchronously, while competing objects oscillate with an opposing phase.

The overall structure of our network is such that there are so called areas that correspond
to patches in the image. The areas get bottom-up input from the pixels. The areas should
be connected to each other with local interactions only, that is, there is no hierarchy or
global signals. The different areas should work in the same way, using the same algorithms.
The emergent properties of the network are confirmed by experiments with artificial image
data as seen in Figure 2.8.
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2.7 Applications in climate science

We applied the Bayesian methodology for several problems in climate science.

In our papers [19, 21], we consider the problem of historical reconstruction of climate
fields, which is a problem of infilling missing values in the observational data. We take
the statistical approach and propose a probabilistic model called Gaussian-process factor
analysis (GPFA). The model is based on standard matrix factorization

Y = WX + noise =

D
∑

d=1

w:dx
T

d: + noise,

where Y is a data matrix in which each row contains measurements in one spatial loca-
tion and each column corresponds to one time instance. The goal is to learn the model
parameters W, X from available observations in order to reconstruct the missing values
in Y. Each xd: is a vector representing the time series of one of the D factors whereas
w:d is a vector of loadings which are spatially distributed. We assume that both factors
xd: and corresponding loadings w:d have prominent structures that we model using the
Gaussian process methodology [20]. The model is identified in the framework of varia-
tional Bayesian learning and high computational cost of GP modeling is reduced by using
sparse approximations derived in the variational methodology.

Another problem studied in our group is parametric tuning of climate models. Climate
models contain closure parameters which can act as effective “tuning handles” of the
simulated climate. These appear in physical parameterization schemes where unresolved
variables are expressed by predefined parameters rather than being explicitly modeled.
In the current climate model tuning process, best expert knowledge is used to define
the optimal closure parameter values, based on observations, process studies, large eddy
simulations, etc.

Our research group participates in the Academy of Finland project called “Novel advanced
mathematical and statistical methods for understanding climate” (NOVAC, 2010-2013),
whose goal is to develop algorithmic ways for closure parameter estimation. We focus on
the atmospheric model ECHAM5 but the methodology is generic and applicable in any
multi-scale problem with similar closure parameters [22].

The uncertainties of the closure parameters are estimated using Markov chain Monte
Carlo (MCMC) simulations [23]. The MCMC approach is, however, computationally very
expensive and only maximally optimized MCMC techniques make the approach realistic
in practice. We develop new tools based on adaptive algorithms, multiple computational
grids, parallel chains as well as methods based on early rejection.

The central problem in closure parameter estimation is how to formulate the likelihood
function. This task is not trivial because of the chaotic nature of climate models. Climate
model simulations quickly diverge from observations, which makes classical parameter
estimation based on direct comparison of model simulations and observations inefficient.
Our initial approach to circumvent the chaoticity problem was to formulate the likelihood
function in terms of summary statistics. In [23], the likelihood is evaluated by comparing
some temporal and spatial averages of observed and simulated data. Several summary
statistics potentially useful for climate model tuning have been studied in [24].
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2.8 Other Applications

We applied nonlinear factor analysis to novelty detection for structural health monitoring
in [35]. In vibration-based structural health monitoring damage in structure is tried to
detect from damage-sensitive features. Because neither prior information nor data about
expected damage are normally available, damage detection problem must be solved by
using a novelty detection approach. Features, which are sensitive to damage, are often
sensitive to environmental and operational variations. Therefore elimination of these vari-
ations is essential for reliable damage detection. At present many of the damage detection
methods are linear, though it has been shown that many of the vibration changes in struc-
tures are bilinear or nonlinear. We proposed to use nonlinear factor analysis to detect
damage via elimination of external effectsfrom damage features. The effectiveness of the
proposed method was demonstrated by analyzing the experimental Z24 Bridge data with
a comparison to a linear method [35]. It was shown that elimination of adverse effects and
damage detection are feasible.

In [36], we studied document classification utilising relational information. Two major
types of relational information can be utilized in automatic document classification as
background information: relations between terms, such as ontologies, and relations be-
tween documents, such as web links or citations in articles. We introduced a model where
a traditional bag-of-words type classifier is gradually extended to utilize both of these in-
formation types. The experiments with data from the Finnish National Archive show that
classification accuracy improves from 70% to 74% when the General Finnish Ontology
YSO is used as background information, without using relations between documents.
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3.1 Introduction

Erkki Oja

What is Blind and Semi-blind Source Separation? Blind source separation (BSS)
is a class of computational data analysis techniques for revealing hidden factors, that
underlie sets of measurements or signals. BSS assumes a statistical model whereby the
observed multivariate data, typically given as a large database of samples, are assumed to
be linear or nonlinear mixtures of some unknown latent variables. The mixing coefficients
are also unknown.

By BSS, these latent variables, also called sources or factors, can be found. Thus BSS can
be seen as an extension to the classical methods of Principal Component Analysis and
Factor Analysis. BSS is a much richer class of techniques, however, capable of finding the
sources when the classical methods, implicitly or explicitly based on Gaussian models, fail
completely.

In many cases, the measurements are given as a set of parallel signals or time series.
Typical examples are mixtures of simultaneous sounds or human voices that have been
picked up by several microphones, brain signal measurements from multiple EEG sensors,
several radio signals arriving at a portable phone, or multiple parallel time series obtained
from some industrial process. But BSS has other applications as well: it turns out that
clustering, or finding mutually similar subsets of the dataset, can also be addressed as a
linear source separation problem, when suitable constraints are added to the model. This
also applies to the related problem of graph partitioning.

Perhaps the best known single methodology in BSS is Independent Component Analysis
(ICA), in which the latent variables are nongaussian and mutually independent. However,
also other criteria than independence can be used for finding the sources. One such
simple criterion is the non-negativity of the sources. Sometimes more prior information
about the sources is available or is induced into the model, such as the form of their
probability densities, their spectral contents, etc. Then the term “blind” is often replaced
by “semiblind”.

Our earlier contributions in ICA research. In our ICA research group, the research
stems from some early work on on-line PCA, nonlinear PCA, and separation, that we were
involved with in the 80’s and early 90’s. Since mid-90’s, our ICA group grew considerably.
This earlier work has been reported in the previous Triennial and Biennial reports of
our laboratory from 1994 to 2009 [1]. A notable achievement from that period was the
textbook “Independent Component Analysis” by A. Hyvärinen, J. Karhunen, and E. Oja
[2]. It has been very well received in the research community; according to the latest
publisher’s report, over 6000 copies had been sold by August, 2011. The book has been
extensively cited in the ICA literature and seems to have evolved into the standard text
on the subject worldwide. In Google Scholar, the de facto standard for citations in the
ICT field, the book has received over 6700 citations (April 2012). In 2005, the Japanese
translation of the book appeared (Tokyo Denki University Press), and in 2007, the Chinese
translation (Publishing House of Electronics Industry).

Another tangible contribution has been the public domain FastICA software package [3].
This is one of the few most popular ICA algorithms used by the practitioners and a
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standard benchmark in algorithmic comparisons in ICA literature.

In the reporting period 2010 - 2011, ICA/BSS research stayed as one of the core
projects in the laboratory, with the pure ICA theory waning and being replaced by several
new directions in blind and semiblind source separation. In this Chapter, we present two
such novel directions.

Section 3.2 introduces some theoretical advances on Nonnegative Matrix Factorization
undertaken during the reporting period, especially on the new Projective Nonnegative
Matrix Factorization (PNMF) principle, which is a principled way to perform approximate
nonnegative Principal Component Analysis.

Section 3.3 introduces novel results in finding independent and dependent sources from
two related data sets. It is based on a combination of Canonical Correlation Analysis and
ICA.

Quite another way to formulate the BSS problem is Bayesian analysis. This is covered in
the separate Chapter ??.
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3.2 Non-negative Low-Rank Learning

Zhirong Yang, He Zhang, Zhanxing Zhu, and Erkki Oja

Enforcing nonnegativity in linear factorizations [4] has proven to be a powerful principle for
multivariate data analysis, especially sparse feature analysis, as shown by the well-known
Nonnegative Matrix Factorization (NMF) algorithm by Lee and Seung [2]. Their method
minimizes the difference between the data matrix X and its non-negative decomposition
WH. Yuan and Oja [11] proposed the Projective NMF (PNMF) method which replaces
H in NMF with WTX. Empirical results indicate that PNMF is able to produce more
spatially localized, part-based representations of visual patterns.

Recently, we have extended and completed the preliminary work with the following new
contributions [5]: (1) formal convergence analysis of the original PNMF algorithms, (2)
PNMF with the orthonormality constraint, (3) nonlinear extension of PNMF, (4) com-
parison of PNMF with two classical and two recent algorithms [10, 1] for clustering, (5) a
new application of PNMF for recovering the projection matrix in a nonnegative mixture
model, (6) comparison of PNMF with the approach of discretizing eigenvectors, and (7)
theoretical justification of moving a term in the generic multiplicative update rule. Our in-
depth analysis shows that the PNMF replacement has positive consequences in sparseness
of the approximation, orthogonality of the factorizing matrix, decreased computational
complexity in learning, close equivalence to clustering, generalization of the approxima-
tion to new data without heavy re-computations, and easy extension to a nonlinear kernel
method with wide applications for optimization problems. We have later demonstrated
that combining orthogonality and negativity works well in graph partitioning [3].

In NMF, the matrix difference was originally measured by the Frobenius matrix norm
or the unnormalized Kullback-Leibler divergence (I-divergence). Recently we have signifi-
cantly extended NMF to a much larger variety of divergences with theoretically convergent
algorithms. In [7], we have presented a generic principle for deriving multiplicative update
rules, as well as a proof of the convergence of their objective function, that applies for a
large variety of linear and quadratic NMF problems. The proposed principle only requires
that the NMF approximation objective function can be written as a sum of a finite number
of monomials, which is a mild assumption that holds for many commonly used approx-
imation error measures. As a result, our method turns the derivation, which seemingly
requires intense mathematical work, into a routine exercise that could be even readily
automated using symbolic mathematics software. In our practice [8], both theoretical and
practical advantages indicate that there would be good reasons to replace the I-divergence
with normalized Kullback-Leibler for NMF and its variants. The PNMF method can also
be generalized to the α-divergence family [6].

Automatic determination of the low-rank in NMF is a difficult problem. In [9], we have
presented a new algorithm which can automatically determine the rank of the projection
matrix in PNMF. By using Jeffrey’s prior as the model prior, we have made our algorithm
free of human tuning in finding algorithm parameters. Figure 3.1 visualizes the learned
basis of the Swimmer dataset.
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Figure 3.1: (Top) Some sample images of Swimmer dataset; (Bottom) 36 basis images of
Swimmer dataset. The gray cells correspond to matrix columns whose L2-norms are zero
or very close to zero.
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3.3 Finding dependent and independent sources from two

related data sets

Juha Karhunen, Tele Hao, and Jarkko Ylipaavalniemi

We have considered in two papers [3, 4] extension of independent component analysis (ICA)
and blind source separation (BSS) for separating mutually dependent and independent
components from two different but related data sets. This problem is important in practice,
because such data sets are commonplace in real-world applications. We propose a new
method which first uses canonical correlation analysis (CCA) [2] for detecting subspaces
of independent and dependent components. The data sets are then mapped onto these
subspaces. Even plain CCA can provide a coarse separation in simple cases, and we can
justify this. Better separation results are obtained by applying some suitable ICA or
BSS method [1] to the mapped data sets. These methods can utilize somewhat different
properties of the data such as non-Gaussianity, temporal correlatedness, or nonstationary
depending on the characteristics of the data.

The proposed method is straightforward to implement and computationally not too de-
manding. CCA preprocessing improves often quite markedly the separation results of the
chosen ICA or BSS method especially in difficult separation problems. Not only are the
signal-to-noise ratios of the separated sources clearly higher, but CCA also helps a method
to separate sources that it alone is not able to separate. In [3, 4], we present experimental
results for several well-known ICA and BSS methods for synthetically constructed source
signals [5] which are quite difficult to separate for most ICA and BSS methods. Fur-
thermore, we have applied our method successfully to real-world robot grasping data in
[3].

In [4], we tested the usefulness of our method with data taken from a functional magnetic
resonance imaging (fMRI) study [6], where it is described in more detail. We used the
measurements of two healthy adults while they were listening to spoken safety instructions
in 30 s intervals, interleaved with 30 s resting periods. In these experiments we used slow
feature analysis (SFA) [7] for post-processing the results given by CCA, because it gave
better results than the most widely used standard ICA method FastICA [1].

Fig. 3.2 shows the results of applying our method to the two datasets and separating 11
components from the subspaces of dependent components. The consistency of the compo-
nents across the subjects is quite good. The first component shows a global hemodynamic
contrast, that may also be related to artifacts originating from smoothing the data in the
standard preprocessing. The activity of the second component is focused on the primary
auditory cortices. The third and fourth components show both positively and negatively
task-related activity around the anterior and posterior cingulate gyrus. These first results
are promising and in good agreement with the the ones reported in [6].
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Figure 3.2: Experimental results with fMRI data. Each row shows one of the 11 separated
components. The activation time-course with the stimulation blocks for reference, shown
on the left, and the corresponding spatial pattern on three coincident slices, on the right.
Components from (a) the first and (b) the second dataset.
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4.1 Introduction

We develop statistical machine learning methods for extracting useful regularities from
large, high-dimensional data sets. In practical computational data analysis tasks a com-
mon problem is lack of sufficient amount of representative data. If there was enough
data, modern statistical machine learning toolboxes would contain powerful approaches
to building flexible models that do not make strong assumptions about data, but given
little data we need to seek alternative ways to bring in more information. Our approach
is combining various sources of information.

In many applications, for instance in molecular biology and neuroinformatics, there is data
available in public or special-purpose databanks, but the problem is that not everything
is relevant. We are developing new machine learning methods capable of learning from
multiple data sources containing only partially relevant data, and generalizing to new
contexts. The methods extend and generalize the current approaches called multi-view,
multi-way and multi-task learning, on structured and unstructured domains.

Moreover, we have developed new principles and methods for the task of visualizing high-
dimensional data; this task is central in any knowledge discovery process.
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4.2 Multi-view and multi-way learning

Multi-view learning tells how several data sources, or views, can be combined to extract
more relevant information. We build Bayesian latent variable models for the task of
extracting statistical dependencies between multiple views of the same objects, for example
to capture relationships between images and their captions, or between expressions of genes
and chemical descriptors of drugs.

In the completely unsupervised case, we are given only the data matrices of co-occurring
data, and the task is to mine for dependencies between them. For combining two views we
have earlier introduced the Bayesian Canonical Correlation Analysis (CCA) model,
which finds linear components capturing correlations between the views while modeling
the variation specific to each view by separate noise components. To extend the range of
potential applications, we have extended the Bayesian CCA model to mixtures of robust
CCAs [1] and to generic exponential family noise models [2]. Recently, we introduced a
considerably more efficient version of Bayesian CCA [3], which is applicable also to very
large dimensionalities. Our novel solution builds on an efficient variational approximation,
enabled by reformulating the problem as a group-wise sparse latent component model.
Besides working with linear models, we have also presented a nonparametric Bayesian
clustering model for similar setups [4].

The problem of analysing dependencies between more than two views is considerably
mode difficult. Most solutions seek relationships between all views, whereas most practical
applications will not satisfy that assumption. Recently we introduced the Group Factor
Analysis problem, where the task is to find dependencies between all possible subsets
of the views. By building on the group-wise sparsity assumption used for CCA we were
able to derive a model that finds efficiently all types of dependencies present in the data
collection, even though their potential number grows exponentially as a number of views
[5]. The model is illustrated in Figure 4.1.

The task in the matching problem is to infer the co-occurrence of the samples from the
data set itself. For example, given a collection of documents written in two languages, we
might want to learn which documents correspond to each other. In [6] we show how such a
match or alignment can be learned simultaneously while learning a model that maximizes
the dependency between the two views, by an algorithm that alternates between learning
the match and learning a subspace in which the samples can be compared with each
other. We also demonstrated how multiple matching solutions can be combined to learn
a consensus match over multiple data set instances, to learn a match between metabolites
of two species.

The samples co-occurring in the multiple views can also be associated with covariates
(labels); then the analysis problem becomes to discover how the different populations
indicated by the labels differ from each other, akin to analysis of variance (ANOVA). The
problem is particularly difficult in the “large p, small n” case ubiquitous in computational
molecular biology, of having a high dimensionality p and a small sample size n. In [7] we
introduced a solution combining both multi-view and multi-way learning, by building a
Bayesian model that models the covariate effects in the latent space, assuming the views
to be conditionally independent given the latent variable, similarly as in the above models.
This kind of models and their applications in computational systems biology are discussed
in detail in Chapter 5.
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Figure 4.1: Illustration of the group factor analysis of three data sets or views. The feature-
wise concatenation of the data sets Xi is factorized as a product of the latent variables Z
and factor loadings W. The factor loadings are group-wise sparse, so that each factor is
active (gray shading, indicating fm,k = 1) only in some subset of views (or all of them). The
factors active in just one of the views model the structured noise, variation independent
of all other views, whereas the rest model the dependencies. The nature of each of the
factors is learned automatically, without needing to specify the numbers of different factor
types (whose number could be exponential in the number of views) beforehand.
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4.3 Multi-task learning

We have introduced two new multi-task learning setups, suitable for different scenarios,
and solutions for them: asymmetric multi-task learning and multi-task multiple kernel
learning.

4.3.1 Asymmetric multi-task learning

Multi-task learning is the setting where several collections of data samples are analyzed
together; each collection represents a different learning task and comes from a different
underlying distribution: for example, measurements of student performances in different
schools, or scientific documents collected from different venues. The task is usually a
supervised task, classification or regression, but may also be an unsupervised task such
as clustering or density estimation. Often the data are high-dimensional and the number
of data points in each individual task is too small for learning well the subtle distinctions
necessary for good performance in the task.

Unlike in multi-view learning, in multi-task learning the individual samples in the data
sources do not typically co-occur. Instead it is assumed that there are connections on
the population level: if the underlying distributions in the tasks have similar properties
(similar trends, groupings, manifolds, etc.) then learning the tasks together allows sharing
the data between tasks, making possible learning of more complex models.

Typical multi-task learning solutions are based on treating all of the learning tasks sym-
metrically (with equal interest), for example by learning a hierarchical probabilistic model
from all of the data collections where the models share parameters or priors of param-
eters; then all the data collections affect learning the shared parameters with an equal
role. However, in many settings there is instead a task of interest (such as gene expression
measurements of the current patient) where we wish to perform well and where test sam-
ples will come from, and other tasks are simply additional sources of information (such as
historical records of earlier patients). In such settings the learning should be asymmetric
multi-task learning : it should focus on learning the task of interest as well as possible,
avoiding the danger of skewing the model of the task of interest in favor of modeling other
tasks, which can happen in some symmetric approaches.

We have introduced a formalism for asymmetric multi-task learning, focusing on learning a
classification task or regression task of interest with the help from auxiliary tasks that are
related but are of less interest. On an intuitive level the idea is to extract only the relevant
information of earlier data sets to help the learning of the task of interest. Technically, we
use an intelligent mixture model, where each earlier task is explained partly by a shared
model and partly by a task-specific explaining-away model. The task-of-interest, where
everything is relevant, only uses the shared model, while other tasks are partly explained
away by the explaining-away model.

Two kinds of methods were derived from this approach: a method for asymmetric mul-
titask logistic regression [2], and a method for asymmetric multitask Gaussian process
regression or classification [1]. In the logistic regression case, the model was formulated as

pS(c|x) = (1− πS)pshared(c|x) + πSp
explaining−away
S (c|x)

where x are samples c are class labels, pshared(c|x) is a model shared between all tasks,
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Figure 4.2: Graphical model of an asymmetric multi-task Gaussian process regression
model, showing the relationship between the function values of the primary task (task of
interest) and secondary tasks (other tasks).

p
explaining−away
S (c|x) is a model to explain away non-relevant parts of task S and πS is a

mixture weight. In a Gaussian process regression context this can be similarly written as

y = fS(x) = f shared(x) + f
explaining−away
S (x)

where the y are regression targets, f shared(x) is a shared regression function and

f
explaining−away
S (x) is a function to explain away non-relevant regression variation of task

S, and the functions are drawn independently from Gaussian process priors.

The methods were shown to outperform both naive approaches, such as single-task learn-
ing or pooling together all tasks, and also the nearest comparable symmetric multi-task
learning approaches.

4.3.2 Multi-task multiple kernel learning

Empirical success of kernel-based learning algorithms is very much dependent on the ker-
nel function used. Instead of using a single fixed kernel function, multiple kernel learning
algorithms learn a combination of different kernel functions in order to obtain a similar-
ity measure that better matches the underlying problem. We study multi-task learning
problems and formulate a novel multi-task learning algorithm [3] that trains coupled but
nonidentical multiple kernel learning models across the tasks. The proposed algorithm is
especially useful for tasks that have different input and/or output space characteristics
and is computationally very efficient. Empirical results on three data sets validate the
generalization performance and the efficiency of our approach.
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4.4 Information visualization

Information visualization is an essential part of analysis of new data, especially in the first
stages when strong hypotheses about the data have not been made yet. Many dimension-
ality reduction methods have been designed for tasks such as manifold learning and are
not suitable for reducing the data much beyond the effective dimensionality of data. A
visualization on a low-dimensional display cannot represent all aspects of high-dimensional
data: it is then crucial to be able to quantify the errors that unavoidably occur in any
visualization.

We have formalized information visualization as a task of visual information retrieval
[1, 2], focusing on the specific task of retrieving similar items (retrieving neighborhood
relationships) for a query item based on the visual display. In this task, all visualizations
naturally end up with two kinds of errors, false neighbors and misses. The accuracy of such
retrieval can be rigorously quantified using the information retrieval measures precision
and recall. The analyst needs to specify a tradeoff between precision and recall (tradeoff
between the costs of false neighbors and misses) to evaluate the goodness of visualizations.
Moreover, generalizations of such measures can be directly set as an optimization goal,
to produce visualizations that are optimal for information retrieval. We have also shown
that optimizing visualizations for information retrieval can be done in the framework of
generative modeling [3]. We have created nonlinear embeddings optimal for information
retrieval, and have shown that they outperform existing visualization methods in the
information retrieval tasks, and also by commonly used indirect measures.

We have applied the approach to visualization of graphs (graph layout) [4], fMRI data
(Fig 4.3), and gene expression measurements (e.g., [5]).
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Figure 4.3: Visualization of fMRI whole-head volumes from an experiment with several
people experiencing multiple stimuli. The visualization has been optimized for information
retrieval of similar (neighbor) images from the visualization. The four stimuli types (red:
tactile, yellow: auditory tone, green: auditory voice, blue: visual) have become separated
in the visualization; the two auditory stimuli types are arranged close-by as is intuitively
reasonable. An axial slice is shown for each whole-head volume, chosen so that the shown
slice contains the highest-activity voxel.
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5.1 Introduction

The accumulation of different types of high-throughput measurement data yields unprece-
dented opportunities to study specific biological questions in context of the big picture of
genome biology. It remains a major challenge how to process, analyze, and exploit this
wealth of data such that the findings generate useful biomedical hypotheses and advance
our understanding of cellular processes. As the number of molecular players, such as genes
and metabolites, is extremely large compared to the number of available measurements,
deciphering their function and functional interactions is highly non-trivial. In addition,
regulatory elements within the genomic sequence are known only to a small extent, and
the number of potential candidate regions is enormous. Thus, a main concern of compu-
tational systems biology is to detect statistical relationships between data points as well
as variables in high-dimensional and potentially heterogeneous data spaces.

Our research focuses on three major topics. The first theme is translational model-
ing in medical studies; the ultimate goal is to predict biological responses to treatment
across different tissues as well as from model organisms to human. The second theme is
data-driven comparison and retrieval of gene expression experiments; measurements from
different laboratories and different biological conditions are brought together in a common
modeling framework to discover similarities or dissimilarities of samples regarding their
transcriptional characteristics. The third theme is data integration, modeling of heteroge-
neous data sets that provide multiple views on the same biological samples or entities, e.g.,
gene expression measurements, genome methylation profiles, and copy number changes.
The task is to detect shared aspects as well as source-specific aspects by looking at depen-
dencies between the views. The three topics are described in more detail in the following
sections. In addition, we have developed probabilistic models for decomposing biological
networks into functional modules [12], and for estimating probe reliability in microarray
measurements [8].

We have worked in close collaboration with VTT (Prof. M. Orešič), Haartman In-
stitute (Prof. S. Knuutila), European Bioinformatics Institute EBI (Prof. A. Brazma),
Department of Biological and Environmental Sciences at University of Helsinki (Prof. J.
Kangasjärvi), Institute for Molecular Medicine Finland FIMM (Prof. O. Kallioniemi), and
Institute of Biomedicine (Dr. Sampsa Hautaniemi).
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5.2 Translational modeling for molecular medicine

We develop probabilistic machine learning methods for translational tasks motivated by
research questions in molecular medicine. We are addressing computational modeling
problems, with the aim to ultimately assist in approaching the following tasks: (i) to
predict the response to disease and its medical treatments in the complex biological system
of a human being, based on experiments on model organisms and cell lines, and (ii) to
decrease the need for invasive operations on human patients, by detecting dependencies
between views that are hard and easy to observe (e.g., study of the state of an inner organ
based on blood levels).

In our research, we have developed machine learning methods for estimating the effects
of multiple experimental factors. These solutions take ANOVA-type modeling beyond
the possibilities of the classical approaches. We have presented ways of detecting similar
responses between multiple tissues of a patient, and between the patient and a model
organism. We have utilized the novel methods in current metabolomic studies of human
diseased and their medical treatments.

Disease-related dependencies between multiple tissues. We developed a data
fusion method [5], which allows us to detect dependencies between multiple tissues of a
biological organism that are related to known experimental factors, such the disease status
and medical treatment (Figure 5.1b). Many diseases such as cancer may be located in a
specific organ whose state is not directly observable without invasive operations. Our
method provides a way of making predictions of the hard-to-measure tissue via more
readily observable samples, such as from the blood.

Multi-way modeling made possible for heterogeneous clinical data sets. We
have developed ANOVA-type modeling of responses to multiple experimental factors fur-
ther for heterogeneous time series data [6] (Figure 5.1c). One of the major complications
in the analysis of clinical studies of humans has been the heterogenity of individual his-
tories in the medical records. By utilizing dynamical generative models, we separated
progression into disease from normal aging-related development of individuals. For an-
other clinical study [18], our ANOVA-type modeling approach for high-dimensional data
was extended to the repeated measures setting, where the blood levels of each patient are
observed both before and after the medical treatment.

Matching objects of multiple views. The major obtacle for translational studies is
the lack of one-to-one mapping between the biological systems of the different organisms.
Even the approximate mapping is often unknown. We have developed a novel matching
algorithm for simultaneously (i) learning a metric to maximize the dependency between
two data sets, and (ii) matching the objects between the data sets [16].

Disease-related responses across several species. The goals of translational cross-
species modeling are to (i) find similarities between the responses measured in two domains
(human, model organism), and (ii) predict the outcome of a new intervention in one of
these domains based on a similar realized experiment in the other domain. An important
application lies in pharmaceutics, where the effect of a new drug on the development of
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Figure 5.1: Illustration of the four data analysis tasks common in translational modeling
for molecular medicine.
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a human disease is studied with animals or tissues grown in laboratory, and later further
tested with clinical studies on human patients. From the computational perspective, the
translation of experiments is an unsolved problem, as neither variables nor samples are
matched between the domains (Figure 5.1d).

We have introduced a model for matching groups of variables between the two domains
based on their similarity in responses to relevant experimental factors [6]. Further, we
separated domain-specific responses from the responses shared by the domains [13, 14].

Model organism study for type 1 diabetes. Metabolic development in children
progressing into Type 1 Diabetes (T1D) is not well understood. As members of an in-
terdisciplinary consortium, we have studied the development of T1D through a model
organism [15]. By comparing the results with a similar follow-up study of human chil-
dren, we found out that before the onset of the disease, female NOD mice exhibit the
same lipidomic pattern as pre-diabetic human children. The results suggest alternative
metabolic-related pathways as therapeutic targets to prevent the disease. These biologi-
cal findings were made possible by methods for learning a data-driven model that maps
human and mouse lipidomes.

We have proposed translational modeling methods for detecting dependencies between
heterogeneous data sets as well as estimating and predicting effects of relevant experimen-
tal factors across domains. The methods have been designed to work with high-dimensional
biological real-world data.
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Figure 5.2: Figure taken from Caldas et al. [1]. Data-driven retrieval performance based on
Normalized Discounted Cumulative Gain (NDCG); a measure of effectiveness of a search
engine. The box plot summarize the distribution NDCG results for 219 interpretable query
comparisons. “LDA” corresponds to our earlier method while REx corresponds to [1].

5.3 Data-driven comparison and retrieval of gene expression

experiments

Considerable effort has been spent on collecting gene expression measurements into huge
public repositories. This has opened up the door to large-scale comparisons and meta-
analysis of data from different experiments. We have developed probabilistic methods that
assist in these analysis tasks. In addition, we have introduced the concept of model-based
retrieval of relevant biological experiments.

Content-based retrieval of relevant experiments. In previous work, we developed
the first prototype of a content-based retrieval engine for biological experiments (REx: Re-
trieval of Relevant Experiments). To complement keyword search functionalities provided
by most repositories for retrieval of similarly annotated studies, we developed probabilis-
tic machine learning methods that relate gene expression studies through their actual
measurement data, along with visualization tools that allow exploring and interpreting
the results. The “model of biology” underlying our retrieval method is both data- and
knowledge-driven: we use enrichment analysis for known functional gene sets (pathways)
to obtain a representation of expression data that is comparable across measurement plat-
forms. In [1], we extended the REx work to handle arbitrary experimental designs and to
use a more accurate approach for modeling the activity of gene sets. In addition, the new
REx model takes into account correlations in the activity of gene expression patterns. We
also proposed a novel performance evaluation approach that is based on the Experimental
Factor Ontology (EFO) of the ArrayExpress database and thereby much more scalable
than manual relevance classification.

In a thorough comparison with alternative methods, REx performs competitively (see
Figure 5.2). The advantage of our method lies in the interpretability of search results
in terms of differential expression patterns. A previously unknown connection between
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Figure 5.3: Figure taken from [10]. Organism-wide analysis of transcriptional responses in
a human pathway interaction network reveals physiologically coherent activation patterns
and tissue-specific regulation. One of the subnetworks and its tissue-specific responses, as
detected by the NetResponse algorithm is shown. The expression of each gene is visualized
with respect to its mean level of expression across all samples.

differential expression of the SIM2s gene and malignant pleural mesothelioma (MPM)
suggested by our method in one of the case studies was experimentally verified in a new
set of mesothelioma samples. Our work shows that the relatively unexplored paradigm of
data-driven information retrieval in transcriptomics data offers the possibility of obtaining
novel biological findings based on existing data, and holds the potential to ultimately
accelerate biomedical research. A further extension of REx based on targeted regulatory
models of gene expression has been submitted for publication.

Network-guided transcriptional response patterns. Different biological conditions
(and tissues) can share the same cellular processes, which can be characterized by coor-
dinated up- and down-regulation patterns in a specific set of genes, building so-called
transcriptional signatures. Pathways and functional gene sets stored in public databases
are typically not provided with information on the biological context of activation and
generally too broad to define condition-dependent transcriptional signatures. We have
developed an algorithm to detect gene sets that partition the biological conditions into
groups where each group is characterized by a coherent activation pattern, modeled by a
specific underlying signature (see Figure 5.3) [10]. The patterns are learned directly from
gene expression data; to guide the analysis towards biologically interpretable signatures,
the method exploits a network of known gene interactions to incrementally build larger
candidate gene sets.

Hierarchical biclustering. Biclustering is the computational task of simultaneously
clustering objects and inferring which features of the objects contribute to the group-
ing. Biclustering approaches are very popular in gene expression analysis, assisting in
simultaneously uncovering relationships among biological samples and among genes. Our
approach [2, 3] has two main contributions to the biclustering world: First, it applies the
Bayesian framework to rigorously account for noise and uncertainty. Second, it learns
a hierarchical tree structure for the samples, assigning characteristic genes to the nodes
in the hierarchy. The model additionally yields natural information retrieval relevance
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measures that can be used for relating samples to a query, making it eligible for the REx
applications described above. The method outperformed four state-of-the-art biclustering
procedures on a large miRNA data set.
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5.4 Detection of dependencies between heterogeneous bio-

logical data types

Living cells are extremely complex systems, and hence integration of information from
multiple sources is needed for accurate identification of underlying biological processes.
We consider the data fusion problem of combining two or more data sources where each
source consists of vector-valued measurements from the same object or sample, but on
different variables. The task is to detect aspects that are shared between different sources
as well as source-specific components.

Bayesian Group Factor Analysis for understanding drug action mechanisms.
We decomposed the dependencies between drug structures and their biological responses
in multiple diseases, using a novel method called Group Factor Analysis (GFA) [17]. Un-
like standard QSAR methods, which relate drug properties and univariate responses, we
find relationships between a set of structural descriptors of drugs and their genome-wide
responses. GFA is a novel extension to factor analysis that models dependencies between
sets of variables (“views”) instead of variables, representing them as group-wise sparse
factors (see Figure 5.4). Unlike existing methods, GFA finds sparse factors shared by
subsets of views (most interesting) along with those shared by all and those specific to one
view.

In [7], we present details of the decomposed drug response relationships. With GFA, we
are able to find factors that capture variation between chemical descriptors and biological
responses in one, two, or all three diseases. The factors form hypotheses about drug re-
sponse patterns, allowing us to relate specific chemical descriptors with targeted cellular
responses. We find four main types of factors: (i) Factors shared by the chemical view and
a subset (one or two) of the cell lines. These factors give hypotheses for drug responses
specific to cancer type and are hence the most interesting ones. (ii) Factors shared by all
cell lines and the chemical space, representing drug effects common to all three subtypes
of cancer. (iii) Factors shared by all cell lines but not the chemical space. They are either
drug effects not captured by the specific chemical descriptors used, or common biological
response to the modulation of two or more different targets which can not be captured
by any common chemical description. (iv) Factors specific to one view represent ”biolog-
ical noise”. Our analysis shows that the discovered factors not only capture meaningful
biological dependencies but are also more predictive of protein targets than similarly but
individually analyzed chemical and biological response spaces.

Survival-associated biomarkers from multi-view functional genomics data. Ge-
nomic instability is a hallmark of cancer and high-throughput measurements of copy-
number variation data have become commonplace in cancers. Given that copy-number
alterations are noisy, one of the most successful approaches in increasing the reliability of
putative driver genes involved in tumor progression and drug resistance is integration of
copy number data with transcriptomics data. In [11], we demonstrate the benefits of using
a systematic computational framework to include algorithms that enable indentification
of context and clinically important patient groups. The results provide genes and ge-
nomic regions that have survival effect in Glioblastoma or a clinically defined subset, such
as temozolomide-treated patients, and thus facilitate translation of large-scale biomedical
data to knowledge.
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Figure 5.4: Illustration of the group factor analysis on three cell lines (diseases) and
chemical view. The feature-wise concatenation of the data sets Xi is factorized as a
product of the latent variables Z and factor loadings W . The factor loadings are group-
wise sparse, so that each factor is active (gray shading) only in some subset of views (or
all of them). The factors active in just one of the views model the structured noise, that
is, variation independent of all other views, whereas the rest model the dependencies. The
W shows the activity of the GFA factors in the 3 diseases (cell line 1: HL60, 2: MCF7, 3:
PC3) and the drug descriptors (chemical view).

Figure 5.5: The analysis pipeline: A. Plate diagram for the canonical correlation analysis
that captures the shared patterns Z from two data sources X and Z. B. Histograms
of patients’ contribution for four different genomic regions that have significantly high
dependence scores; these histograms are used to form patient groups based on quantile
clustering of the histogram. C. Sample Kaplan-Meier survival curve comparing the two
patient groups for the genomic region centered at MCM10 gene; the patients with high
dependence score have better survival than patients with low dependence scores, X-axis:
months, Y-axis: percentage of GBM patients alive, dotted lines: 95% confidence intervals.

In [4], we present details of the approach used to identify potential genomic regions (or
biomarkers) that effectively stratify patients in low and high survival groups. We first
identify chromosomal regions that have high dependency between gene expression, methy-
lation, and copy number changes, and then form patients groups from the regions and
check whether the identified genomic aberrations have survival association (see Figure 5.5).
The integration model is based on our earlier method for constrained canonical correlation
analysis [9]. In addition, we incorporate suitable priors that model the positive correlation
between gene expression and copy number data and the negative correlation between gene
expression and methylation data. Furthermore, we incorporate sample-specific covariates
in advanced survival analysis techniques. Results on Glioblastoma multiforme (GBM)
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patient measurements identify known and novel genomic regions that may contribute to
GBM progression and drug resistance.
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6.1 Introduction

Neuroinformatics has been defined as the combination of neuroscience and information
sciences to develop and apply advanced tools and approaches essential for a major ad-
vancement in understanding the structure and function of the brain. Aside from the de-
velopment of new tools, the fields of application include often the analysis and modelling
of neuronal behaviour, as well as the efficient handling and mining of scientific databases.
The group aims at proposing algorithmic and methodological solutions for the analysis
of elements and networks of functional brain activity, addressing several forms of com-
munication mechanisms. Motivation and application areas include the understanding of
ongoing brain activity and the neuronal responses to complex natural stimulation.

From a methodological viewpoint, the neuroinformatics group has studied properties of
source separation methods, such as their reliability and extensions to subspaces. We have
also assessed the suitability of such methods to the analysis of electrophysiological record-
ings (EEG and MEG), and functional magnetic resonance images (fMRI). We proposed
also methods for the study of phase synchrony within the central nervous system, and
between this and the peripheral nervous system. We have also developed methods for the
analysis of neural responses of natural stimulation, based on a novel approach of capturing
statistical dependencies between brain activity and the stimulus itself.

In addition to the analysis of fMRI recordings from natural stimulation, we have been also
involved in the analysis of single trial event-related MEG data. Albeit its significantly
higher temporal resolution, the signal-to-noise ratios are typically very poor, and averaging
across hundreds of stimuli is often required. We currently search as well for efficient tissue
segmentation of structural MRI.

In addition to these ongoing but stable research topics, we have made a pilot study in
document mining. The goal is to extract, in a semi-automatic manner, functional infor-
mation from neuroscience journals, hence reducing the dependence on curator intervention.
We have also continued our research on approaches for segmentation of tissues in multi-
spectral magnetic resonance images, with particular interest to the automatic detection
and delineation of degenerative pathologies.

Research reported in this section has been carried out in collaboration with experts in
neuroscience and cardiology. In the following, we highlight some of the results attained in
the reported years.
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6.2 Natural stimuli and decoding

Natural stimuli are increasingly being used in neuroscientific experiments in order to study
more complex brain activity, such as the brain’s response to viewing movies, listening to
free-flowing speech, or even being engaged in a discussion. New computational methods
are needed for analysis of such experiments, since it is no longer feasible to assume single
features of the experimental design to alone account for the brain activity. Instead, the
stimulus itself becomes another source of data with rich features.

We have developed novel machine learning models (see Chapter 4 for more details) for
analysis of MEG and fMRI response to natural stimuli. The models find latent represen-
tations that describe functional patterns in the brain data that correlate with rich feature
representations of the stimuli. Besides providing interpretable components, the models
are useful for decoding brain activity [9]. Given a brain measurement (for example, one
TR in fMRI or a small time-window in MEG) the goal is to tell what kind of a stimulus
the subject was exposed to. As a practical example, in [5] we used Bayesian Canonical
Correlation Analysis (CCA) to model the MEG response to natural speech, and managed
to identify which short segment of speech the subject was hearing with high accuracy even
for segments lasting only for a few seconds (Fig. 6.1).

We also organized a PASCAL2 challenge on MEG decoding [4], to demonstrate the feasi-
bility of single-trial MEG decoding and to provide public benchmark data. The task was
to identify which of five types of video the subject was seeing based on just two seconds
of data, and the best teams reached almost 70% accuracy (chance level 23%).

Figure 6.1: Bayesian CCA decodes speech by representing the speech fragments (left)
in a joint latent space which enables directly comparing the MEG samples with speech
envelopes (middle). The image is reproduced from [5] with permission.
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6.3 Phase synchrony

Interest in phase synchronization phenomena has a long history, when studying the in-
teraction of complex, natural or artificial, dynamic systems. Although not completely
adopted, synchronization was attributed a role in the interplay between different parts
of the central nervous system as well as across central and peripheral nervous systems.
Such phenomena can be quantified by the phase locking factor, which requires knowledge
of the instantaneous phase of an observed signal. Yet, observations are often mixtures of
underlying phenomena, which destroys sources’ phases.

Algorithms for Synchrony Source Separation
During the reported years, we extended the set of algorithmic tools for the identification
of phase synchronous phenomena. And studied these tools in terms of deviations from the
ideal modelled situations, when synchrony is affected by significant amounts of noise. Our
earlier methods dealt with the extraction of sources phase-locked to a reference signal, the
clustering of a population of oscillators into synchronous sub-populations, as well as the
extraction of phase-locked subspaces, following an approach akin to the underlying con-
siderations in independent component analysis. A summary of the said methods appeared
in [2].

Figure 6.2: Study of noise robustness for three proposed phase-based algorithms: RPA
(left), IPA and TDSEP (middle), and pSCA and SCA (right). From [2].

In [3], a new and very fast algorithm was proposed, based on a matrix factorisation ap-
proach. The separation is done through a minimisation problem involving three variables:
the mixing matrix, the source time-dependent amplitudes, and their relative phases.

Phase-locked subspaces
We have further started to study the problem of blind separation of sources, when these
are organized in subspaces. In this structure, sources in different subspaces have zero
phase synchrony with each other, whereas sources in the same subspace exhibit full phase
synchrony. Note that traditional source separation methods should fail in such generative
model. The two-stage algorithm proposed in [1] performed remarkably well when in low-
noise situations.
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Figure 6.3: Measured (mixed) signals (first row, left); phase locking factors between those
and the mixing matrix (middle); and the mixing matrix (right). (Second row) Sources
resulting from TDSEP (left). Note that the inter.subspace PLFs (middle) are very close
to zero, but the intra-subspace PLFs are not all close to 1. (Fourth row) Results found
after the second stage of the algorithm. The estimated sources (left) are very similar to the
original ones. This is corroborated by the PLFs between the estimated sources (middle)
and the final unmixing matrix (right). From [1].
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6.4 Document mining

There is an ever increase in the number of scientific publications in many areas in general,
and in neurosciences in particular. Hundreds of articles are published each month. When
comparing the results one obtains with a given experimental setup and existing information
in literature, one may validate, integrate or confront different opinions and theories. The
compilation of such a vast amount of information is not only crucial, but currently also
rather human-intensive.

With that in mind, we have conducted a pilot study on document mining of journal
publications reporting results on fMRI experiments. We have focused on the image content
of the articles. The rather positive preliminary results reported in [6] suggest that a more
systematic use of the methodology, and its improvement may help as well reducing the
amount of curating work required for the construction of functional databases. We have
been extending this research to hundreds of journal articles, and thousands of images,
focusing on particular neurological conditions. The firs of our such results should appear
soon.

Figure 6.4: Self Organizing Map – U-matrix trained with 16 dimensional feature vectors,
from a set of 100 images extracted from 11 journal papers. Two distinct cluster regions
are observed at the lower left and right sides of the map. The prototype image, depicted
in the upper left corner fits the expected cluster.
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7.1 Introduction

The Content-Based Information Retrieval Research Group studies and develops efficient
methods for content-based and multimodal information retrieval and analysis tasks and
implements them in the PicSOM1 content-based information retrieval (CBIR) system. In
the PicSOM CBIR system, parallel Self-Organizing Maps (SOMs) and Support Vector
Machine (SVM) classifiers have been trained with separate data sets obtained from the
multimodal object data with different feature extraction techniques. The different classi-
fiers and their underlying feature extraction schemes impose different similarity measures
and categorizations on the images, videos, texts and other media objects.

7.2 Semantic concept detection from images and videos

Extracting semantic concepts from multimedia data has been studied intensively in recent
years. The aim of the research on the multimedia retrieval research community has been
to facilitate semantic indexing and concept-based retrieval of unannotated multimedia
content. The modeling of mid-level semantic concepts is often essential in supporting high-
level indexing and querying on multimedia data as such concept models can be trained
off-line with considerably more positive and negative examples than what are available at
interactive query time.

In the course of previous years we have outlined and implemented our generic PicSOM
system architecture for multimedia retrieval tasks. Detection of concepts from multime-
dia data—e.g. images and video shots—forms an important part of the architecture and
we have formulated it as a standard supervised machine learning problem. Our concept
detection technology is fundamentally based on fusion of a large number of elementary
detections, each based on a different low-level audiovisual feature extracted from the mul-
timedia data [1, 2].

During the period 2010–2011 we have continued our work in improving the bag of vi-
sual words (BoV) techniques for concept detection [3] and our participation in the annual
TRECVID video analysis evaluations2. We have also applied our general-purpose al-
gorithm for visual category recognition to the recognition of indoor locations [4]. Indoor
localization is an important application in many emerging fields, such as mobile augmented
reality and autonomous robots. A number of different approaches have been proposed, but
arguably the prevailing method is to combine camera-based visual information to some
additional input modalities, such as laser range sensors, depth cameras, sonar, stereo vi-
sion, temporal continuity, odometry, and the floorplan of the environment. We evaluated
our method with other location recognition systems in the ImageCLEF 2010 RobotVision
contest.

As a joint work together with the Speech Recognition Research Group, we have partici-
pated in the Next Media TIVIT ICT SHOK since 2010. We have applied our content-based
video analysis and continuous speech recognition systems for the analysis of television
broadcast material provided by the Finnish Broadcasting Company YLE. Figure 7.1 illus-
trates the results of the analysis for one regional news broadcast. On the left we can see
how the temporal structure of the program has been revealed based on the clustering of

1http://www.cis.hut.fi/picsom
2http://trecvid.nist.gov/
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visible human faces. In the right subfigure, the detected visual concepts are show on the
top, the continuous speech recognition output on the bottom and the recognized name of
the person on the right.

Figure 7.1: Temporal analysis of a news program based on clustering of facial images and
the resulting content annotations.

7.3 Content-based video analysis and annotation of Finnish

Sign Language

In January 2011 a new project Content-based video analysis and annotation of Finnish
Sign Language (CoBaSiL), funded by the Academy of Finland for four years, was started.
In our joint work with the University of Jyväskylä and the Finnish Association of the
Deaf, we are applying our methods of video content processing for the analysis, indexing
and recognition of recorded Finnish Sign Language. In the project we study the use of
computer vision techniques to recognize and analyze first the body parts of the signer
and then his or her hand locations, shapes and gestures and facial expressions. Figure 7.2
illustrates the results of the stages of face detection, skin-color recognition and shape
modelling with active shape models in the processing chain [5].

The linguistic goal of the project is to identify the sign and gesture boundaries and to
indicate which video sequences correspond to specific signs and gestures [6]. This will
facilitate indexing and construction of an example-based open-access visual corpus of the
Finnish Sign Language for which there already exists large amounts of non-indexed video
material. Currently we have concentrated our effort on studying the partially annotated
material of the publicly available on-line dictionary of Finnish Sign Language, Suvi3.

7.4 Image based linking

Augmenting the user’s perception of her surroundings using a mobile device is a relatively
new field of research which has been invigorated by the growth in number of capable mobile
computing devices. These devices, while becoming increasingly small and inexpensive,
allow us to use various computing facilities while roaming in the real world. In particular,
ordinary mobile phones with integrated digital cameras are nowadays common, and even
they can provide new ways to get access to digital information and services. Images or

3http://suvi.viittomat.net/
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video captured by the mobile phone can be analyzed to recognize the object or scene
appearing in the recording.

We studied new ways to get access to digital services for mobile phones in the Image
Based Linking project in 2009–2011 [7, 8]. These kinds of methods can be used for various
purposes linking digital information to the physical world. Possible application areas in-
clude outdoor advertising, additional digital material to magazine and newspaper articles,
tourist applications, and shopping. Our focus in the project was on a use case with a
magazine publisher as the content provider. Several target images can exist on the same
page of a magazine, each linked to different extra information. Consequently, the target
images may be rather small in print, and the captured photos may be highly blurred and
out-of-focus. An example of matching such photos to the images in the magazine database
is shown in Figure 7.3.
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[4] Mats Sjöberg, Markus Koskela, Ville Viitaniemi, and Jorma Laaksonen. Indoor loca-
tion recognition using fusion of SVM-based visual classifiers. In Proceedings of 2010
IEEE International Workshop on Machine Learning for Signal Processing, pages 343–
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8.1 Introduction

Automatic speech recognition (ASR) means an automated process that inputs human
speech and tries to find out what was said. ASR is useful, for example, in speech-to-text
applications (dictation, meeting transcription, etc.), speech-controlled interfaces, search
engines for large speech or video archives, and speech-to-speech translation.

Figure 8.1 illustrates the major modules of an ASR system and their relation to applica-
tions. In feature extraction, signal processing techniques are applied to the speech signal in
order to dig out the features that distinguish different phonemes from each other. Given
the features extracted from the speech, acoustic modeling provides probabilities for differ-
ent phonemes at different time instants. Language modeling, on the other hand, defines
what kind of phoneme and word sequences are possible in the target language or applica-
tion at hand, and what are their probabilities. The acoustic models and language models
are used in decoding for searching the recognition hypothesis that fits best to the models.
Recognition output can then be used in various applications.

Decoding

Language modelingAcoustic modeling

Feature extraction

Recognized text

Speech

Speech recognition

Applications

Machine translationSpeech retrieval

Figure 8.1: The main components of an automatic speech recognition system and their
relation to speech retrieval and machine translation applications.

Our focus in ASR is large vocabulary continuous speech recognition (LVCSR). For several
years, we have been developing new machine learning algorithms for each of the subfields
and building a complete state-of-the-art recognizer to evaluate new methods and their
impact. Originally, the recognizer was constructed for fluent and planned speech such as
Finnish newsreading, where language models covering a very large vocabulary are required.
Besides newsreading, other example tasks are political and academic speeches and other
radio and television broadcasts where the language used is near the written style. Sofar,
we have not seriously attempted to recognize Finnish spontaneous conversations, because
enough Finnish training texts for learning the corresponding style do not exist. Our main
training corpus for language modeling is the Finnish Language Bank at CSC. For acoustic
modeling we use voice books, Finnish Broadcast Corpus at CSC and the SPEECON
corpus.
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In addition to the recognition of Finnish, we have performed experiments in English, Turk-
ish and Estonian. To make this possible we have established research relations to different
top speech groups in Europe and U.S., e.g. University of Colorado, International Computer
Science Institute ICSI, Stanford Research Institute SRI, IDIAP, University of Edinburgh,
University of Sheffield, University of Cambridge, Bogazici University, Tallinn University
of Technology, and Nagoya Institute of Technology. The forms of collaboration have in-
cluded researcher exchanges, special courses, workshops and joint research projects. We
have also participated in several top international and national research projects funded
by EU, Academy of Finland, Tekes, and our industrial partners. In the close collaboration
with our Natural Language Processing group 10 we are also organizing an international
competition called Morpho Challenge to evaluate the best unsupervised segmentation algo-
rithms for words into morphemes for information retrieval, statistical machine translation,
LVCSR and language modeling in different languages. This challenge project is funded by
EU’s PASCAL network and described in Chapter 10.

In the EU FP7 project called EMIME 2008-2011, the aim was to develop new technologies
for spoken multilingual integration, such as speech-to-speech translation systems. This
has broadened the field of the group to include some aspects of text-to-speech synthesis
(TTS), such as supervised and unsupervised adaptation in the same way as in ASR. Suc-
cessors of this project include a new EU FP7 project Simple4All which aims at developing
unsupervised machine learning tools for rapid data-driven development for new TTS sys-
tems by adaptation and a new project Perso which aims at developing new Finnish TTS
systems by adaptation.

Other new openings in the group are developing adaptation methods for special purpose
dictation (e.g. in medical domain in Mobster project), using ASR in various multimodal
human-computer interaction (e.g. in augmented reality in UI-ART project), and audiovi-
sual indexing (e.g. television broadcasts in NextMedia project).
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8.2 Training and adaptation of acoustic models

Acoustic modeling in automatic speech recognition means building statistical models for
some meaningful speech units based on the feature vectors computed from speech. In
most systems the speech signal is first chunked into overlapping 20-30 ms time windows at
every 10 ms and the spectral representation is computed from each frame. A commonly
used feature vector consists of Mel-frequency cepstral coefficients (MFCC) which are the
result of the discrete cosine transform (DCT) applied to the logarithmic Mel-scaled filter
bank energies. Local temporal dynamics can be captured by concatenating the first and
second order delta features (time differences) to the basic feature vector.

The acoustic feature sequence in ASR is typically modeled using hidden Markov models
(HMM). In a simple system each phoneme is modeled by a separate HMM, where the
emission distributions of the HMM states are Gaussian mixtures (GMMs). In practice,
however, we need to take the phoneme context into account. In that case each phoneme
is modeled by multiple HMMs, representing different neighboring phonemes. This leads
easily to very complex acoustic models where the number of parameters is in order of
millions.

Estimating the parameters of complex HMM-GMM acoustic models is a very challeng-
ing task. Traditionally maximum likelihood (ML) estimation has been used, which offers
simple and efficient re-estimation formulae for the parameters. However, ML estimation
does not provide optimal parameter values for classification tasks such as ASR. Instead,
discriminative training techniques are nowadays the state-of-the-art methods for estimat-
ing the parameters of acoustic models. They offer more detailed optimization criteria to
match the estimation process with the actual recognition task. The drawback is increased
computational complexity. Our implementation of the discriminative acoustic model train-
ing allows using several different training criteria such as maximum mutual information
(MMI) and minimum phone error (MPE) [1]. Also alternative optimization methods such
as gradient based optimization and constrained line search [2] can be used in addition to
the commonly used extended Baum-Welch method. Our recent research has concentrated
on comparing the different optimization strategies and finding the most effective ways to
train well-performing robust acoustic models [3].

As acoustic models have a vast amount of parameters, a substantial amount of data is
needed to train these models robustly. In the case a model needs to be targeted to a
specific speaker, speaker group or other condition, not always sufficient data is available.
The generic solution for this is to use adaptation methods like Constrained Maximum
Likelihood Linear Regression [4] to transform a generic model in to a specific model using
a limited amount of data. In [5] and [6] this method was repeatedly applied to a model,
so that first a transformation to a foreign accented model was made and successively a
transformation to a speaker-specific model. These stacked transformations improved up
to 30% recognition accuracy, depending on the accent and amount of available data for the
speaker. In Figure 8.2 the improvement in word error rate is shown for different amounts
of speaker adaptation data and for both a native and a mixed acoustic model.

Vocal Tract Length Normalization (VTLN) has become an integral part of the stan-
dard adaptation toolkit for ASR. This method approximates physical properties of each
speaker’s vocal tract and shifts accordingly the frequency components of the speech to
be recognized. The simple old school way of applying VTLN was to warp the cut-off
frequencies in the filter bank analysis, before transforming the frequency channels of the
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Figure 8.2: This figure shows the improvement that Stacked transformations (st) give over
normal CMLLR adaptation. The WSJ is native English and the DSP dataset is Finnish-
accented English speech. Stacked transformation have the most effect when only a small
number of adaptation sentences is used.

speech sample to cepstral components. In the current approach, VTLN is represented as a
CMLLR-style linear transformation on the conventional MFCC features. Using VTLN as
a linear transformation on the MFCC features allowed us to study the curious interplay of
CMLLR and VTLN adaptation methods and the use of VTLN to to boost other speaker
adaptation methods [7].

Acoustic modeling of parametric speech synthesis

The rising paradigm of HMM-based statistical parametric speech synthesis relies on ASR-
style acoustic modelling. Speech synthesis, or Text-To-Speech (TTS) models are more
descriptive and less generalized than the ASR models. They try to accurately describe
the numerous, variously stressed phones, and therefore the model sets are much larger
than the ASR model sets. Training acoustic models for high-quality voice for a TTS
system requires data of close to 1000 high-quality sentences from the target speaker. The
adaptation of HMM-based TTS models is very similar to adaptation of ASR models.
Maximum a posteriori (MAP) linear transformations are applied in similar fashion to
ASR adaptation. A collaborative investigation using data from several languages showed
that adapting a general voice is a practical and effective way to mimic a target speaker’s
voice[8].

The speech synthesis work related to the EMIME EU/FP7 project concentrated on the
adaptation of HMM-based TTS models. The goal of the project was to personalize the
output voice of a cross-lingual speech-to-speech system, to make it resemble the voice of the
original speaker [9]. This is accomplished by adapting the acoustic features of the synthesis
model set in one language (Source language, L1) and mapping these transformations
to a second model set (Target language, L2). The goal of the Cross-Lingual Speaker
Adaptation (CLSA) is to effectively model speakers’ speech in another language. As a
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person’s speech in a foreign language depends, beside physical characteristics, also very
much on the environmental factors - mostly how much and in what kind of linguistic
environment has the speaker practised speaking the language, it is almost impossible to
predict how a person would in reality sound in the second language. We investigated what
kind of expectations listeners usually have about a speaker’s voice in a second language,
and particularly whether the listeners preferred a foreign- or native accented voice model
for basis of adaptation, a very important aspect in real-life situation where only little data
is available for adaptation [10].
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8.3 Noise robust speech recognition

Despite the steady progress in speech technology, robustness to background noise remains
a challenging research problem as the performance gap between automatic speech recog-
nition and human listeners is widest when speech is corrupted with noise. The work pre-
sented in this section is focussed on methods that model the uncertainty in the observed
or reconstructed (cleaned) speech features when the clean speech signal is corrupted with
noise from an unknown source. In addition to the uncertainty-based methods presented
here, we have continued the work on noise robust feature extraction using weighted linear
prediction [1].

Missing feature approaches

The so called missing-feature methods are a special case of methods that use observation
uncertainty or reliability in order to improve speech recognition performance in noisy con-
ditions. The methods, which draw inspiration from the human auditory system, are based
on the assumption that speech corrupted by noise can be divided to speech-dominated
i.e. reliable regions and noise-dominated i.e. unreliable regions as illustrated in Figure 8.3.
The clean speech information corresponding to the unreliable regions is assumed missing,

time frame

m
el

 fi
lte

r i
nd

ex

( b )

100 200 300 400 500 600

5

10

15

20

time frame

m
el

 fi
lte

r i
nd

ex

( c )

100 200 300 400 500 600

5

10

15

20

time frame

m
el

 fi
lte

r i
nd

ex

( a )

100 200 300 400 500 600

5

10

15

20

Figure 8.3: Logarithmic mel spectrogram of (a) an utterance recorded in quiet environment
and (b) the same utterance corrupted with additive noise. The noise mask (c) constructed
for the noisy speech signal indicates the speech dominated regions in black and the noise
dominated regions in white.

which means that under additive noise assumption, the observed values determine an up-
per bound for the unobserved clean speech features but contain no further information
regarding the missing values. In noise-robust speech recognition, the missing clean speech
information is either marginalised over or reconstructed using missing-feature imputation
techniques [2]. The reconstruction approach was compared with other noise-robust speech
recognition methods in [3].

Reconstruction methods are based on modelling the statistical dependencies between clean
speech features and using the model and the reliable observations to calculate clean speech
estimates for the missing values. Recent improvements to missing-feature imputation are
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due to modelling the temporal dependencies between clean speech features in consecu-
tive frames. Processing the noisy speech in windows that span several time frames was
first proposed in the exemplar-based sparse imputation (SI) framework [4]. SI outper-
formed the conventional GMM-based imputation method that used frame-based process-
ing. Window-based processing was later introduced in the GMM-based framework in [5],
and to investigate other approaches to temporal modelling, a nonlinear state-space model
(NSSM) based framework was developed for missing-feature reconstruction in [6]. Both
the window-based GMM and the NSSM imputation method outperformed frame-based
GMM imputation in all experiments and outperformed SI when evaluated under loud
impulsive noise.

In addition to work on improving the core missing feature methods, we have studied miss-
ing feature methods in models of human hearing. Related to this work, we proposed a
model that explains the speech recognition performance of human listeners in a binau-
ral listening scenario [7]. Furthermore, we have applied the missing-feature reconstruction
methods developed for noise-robust speech recognition to extending the bandwidth of nar-
rowband telephone speech to the high frequency band [8] and the low frequency band [9].
The latter study won the International Speech Communication Association award for the
best student paper in Interspeech 2011.

Modelling uncertainty in reconstruction

In addition to using reliability estimates to determine reliable and unreliable features in
missing-feature reconstruction, we have studied using another type of reliability estimates
to improve the speech recognition performance when reconstructed or otherwise enhanced
speech data is used. First, we have studied uncertainty estimation in the context of sparse
imputation [10, 11]. Unlike the parametric methods that model clean speech using a GMM
or NSSM, for example, the exemplar-based sparse imputation method does not provide for
calculating a full posterior for the reconstructed features. We therefore investigated using a
number of heuristic measures to represent the uncertainty related to the SI reconstruction
performance. Similarly, we have developed a number of heuristic uncertainty measures for
the exemplar-based sparse separation technique that uses a speech and noise dictionary
to estimate clean speech features based on the noisy observations [12].
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8.4 Constraining and adapting language models

Early speech recognition systems used rigid grammars to describe the recognized language.
Typically the grammar included a limited set of sentences used to command the system.
Such language models do not scale for large vocabulary continuous speech recognition.
Therefore modern recognizers, including the Aalto University recognizer, use statistical
language models.

Constrained command languages are still useful in some spoken dialog applications, where
commands are important to be recognized correctly, especially if the system cannot be
adapted to a specific user group. We have succesfully built statistical language models
from command grammars, modeled in Backus-Naur Form (BNF). Language models built
in this way enable fast decoding and near perfect recognition accuracy.

When large-vocabulary speech recognition is applied in a specialized domain, the vocabu-
lary and speaking style may substantially differ from those in the corpra that are available
for Finnish language. Using additional text material from the specific domain, when
estimating the language model, is beneficial, or even necessary for proper recognition ac-
curacy. We have applied speech recognition to medical transcription. A huge collection of
dental reports was received from In Net Oy, for estimating a language model specific to
dental dictation. User tests are underway, but our benchmarks indicate large differences
in accuracy between different users.

Collecting domain-specific texts is time-consuming and usually there’s not enough data
available to estimate a reliable language model. Most of the times we have to use the little
in-domain data we have to adapt the general language model.

In a project aimed at developing a mobile dictation service for lawyers, we used law-
related texts to train an in-domain language model [1]. Adapting the general language
model with the in-domain model usually gave better results than just using either model
separately. One of the key challenges of the project was still to find proper adaptation
data. Even though the adaptation texts are of the targeted domain, the language of the
real-life dictations can still be significantly different than the written text.

Language model adaptation usually consists of mixing or combining the probabilities of
the general language model with the in-domain model. The most simple and popular LM
adaptation method is linear interpolation. Linear interpolation is performed by simply
calculating a weighted sum of the two models probabilities.

We have experimented with a more sophisticated LM adaptation method, which uses the
information theory principle of maximum entropy (ME) to adapt the general language
model with the in-domain model [2]. The key to this approach is that the global and
domain-specific parameters are learned jointly. Domain-specific parameters are largely
determined by global data, unless there is good domain- specific evidence that they should
be different. We tested the method on English and Estonian broadcast news and experi-
ments showed that the method consistently outperformed linear interpolation. The main
drawback with this method is that it’s very memory and time consuming.

The implementation of ME language model adaptation is freely available as an extension
to the SRI language modeling toolkit [3].
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8.5 Speech retrieval and indexing

Speech retrieval techniques enable users to find segments of interest from large collections
of audio or video material. Automatic speech recognition is used to transforms the spoken
segments in the audio to textual form. Information retrieval (IR) methods are used to
index the text, and to perform searches on the material based on query words typed by
the user. Since the amount of information in spoken form is very large and ever increasing,
the methods developed have to be fast and robust to be able to process large amounts of
variable quality material.

One complication in the speech retrieval process is the fact that the speech recognizer
output will always have erroneous words. A special problem for speech retrieval are out-
of-vocabulary (OOV) words – words that are not in the list of words the speech recognizer
knows. Any OOV word in speech can not be recognized, and is replaced by similarly
sounding but usually unrelated word. Since query words are chosen to be discriminative,
they are often rare words such as proper names. But rare words are often also OOV, since
the recognizer vocabulary is chosen so that a number of most common words are included.

This problem can be solved by using recognition units that are smaller than words, but
that are large enough to be able to model the language. Morphs produced by the Morfessor
algorithm have been proven to work well as such units. The speech recognizer language
model is trained on a text corpus where the words are split to morphs, and the recognizer
is then able to transcribe any word in speech by recognizing its component morphs. It
is possible to join the morphs to words and use traditional morphological analyzers to
find the base forms of the words for indexing. But since there will still be an amount of
errors in the morph transcripts, especially when the spoken word is previously “unseen”,
a word that did not appear in the language model training corpus, using morphs as index
terms will allow utilizing the partially correct words as well. In this case, query words
are also split to morphs with Morfessor. Experiments using Finnish radio material show
that morphs and base forms work about equally well as index terms, but combining the
two approaches gives better results that either alone [1]. Table 8.1 shows an example how
OOV words are recognized with word and morph language models.

Table 8.1: Example recognition results of two unseen query words at two different locations
each. With the morph language model, it is possible to recognize correctly at least some
of the morphs, which will match morphs in the query. With the word language model,
the words are replaced by unrelated words.

Query word Iliescun Namibian
- Translation Iliescu’s Namibia’s
Morph query ili escu n na mi bi an
Morph LM rec. n ilja escu ili a s kun ami bi an na min pi an
Word query iliescun namibia
Word LM rec. lieskoja eli eskon anjan namin pian
Word lemmas lieska eli elää esko anja nami pian pia
- Translation flame or live Esko Anja candy soon Pia

Audio and video is typically distributed as a flow of material without any structure or
indicators where the story changes. Thus, before indexing, the material needs to be
automatically segmented into topically coherent speech documents. This can be done e.g.
by measuring the lexical similarity of adjacent windows. Morphs were found to help in
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the segmentation task as well when processing ASR transcripts [1].

Retrieval performance can be further improved by utilizing alternative recognition can-
didates from the recognizer [1]. Retrieval performance is decreased if a relevant term is
misrecognized and is thus missing from the transcript. However, it is possible that the
correct term was considered by the recognizer but was not the top choice. Thus, retrieval
performance can be improved by extracting these alternative results from the recognizer
and adding them to the index. A confusion network [2] provides a convenient representa-
tion of the competing terms along with a probability value for each term.
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9.1 Introduction

The Proactive Interfaces research theme combines efforts of multiple research groups,
including the Statistical Machine Learning and Bioinformatics group, lead by Profes-
sor Samuel Kaski, and the Content-Based Information Retrieval and Speech Recognition
groups, lead by Professor Erkki Oja. Since 2008, major collaborative EU FP7, EIT ICT
Labs and Aalto funded projects have been carried on which together form the AIRC
flagship project Proactive Interfaces.

9.2 Inferring interest from implicit signals

Proactive systems anticipate the user’s intentions and actions, and utilize the predictions
to provide more natural and efficient user interfaces. One of the critical components in this
loop is inferring the interests of the user, which is a challenging machine learning problem.
Successful proactivity in varying contexts requires generalization from past experience.
Generalization, on its part, requires suitable powerful (stochastic) models and a collection
of data about relevant past history to learn the models.

We have studied inferring interest from eye movement patterns. Eye gaze location is a good
proxy for attention but explicit eye movement control is tiresome. Therefore, we study
methods that can infer relevance implicitly during normal viewing. Estimated relevance
can be used as feedback for an information retrieval system.

We experimented with eye movements and other modalities as source of implicit feedback
in image retrieval [1]. It is possible to predict relevant images relatively well from eye
movements. We made a feasibility study on predicting the relevance of objects in a video
from viewers’ eye movements [2]. This setup is an extension of our earlier eye tracking
studies on static text and image retrieval setups to dynamic scenes. Even with a rela-
tively simple logistic regression predictor the eye movements predict the relevance with an
encouraging accuracy.

The ability to infer relevance in dynamic scenes allows us to do proactive information
retrieval in the context of the real world environment [3] which is a novel task. With
modern data glasses, which have both augmentation and eye tracking capabilities, it is
possible to track the user’s attention on real and virtual objects and provide presently
relevant information. The data glasses are provided to us by Nokia Research Center
(NRC).

Other physiological signals than eye movements are also useful in inferring latent cognitive
and emotional state. In [4] we show that learning a combined model of accelerometer, EEG,
eye tracker and heart-rate sensors improves prediction accuracy over measurements from
individual sensors.

In [5] we introduce a proactive retrieval interface for time-ordered image datasets such
as personal lifelogs. Humans can effectively recognize familiar images and use them as
reference points when navigating images on a timeline. The system further helps by
making relevant images more salient. Relevance is estimated from explicit and implicit
mouse movement features.
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9.3 Eye-movement enhanced image retrieval

Personal Information Navigator Adapting Through Viewing (PinView)1 was an EU FP7
funded three-year Collaborative Project coordinated by AIRC. It was started on 1 January
2008 and ended on 31 March 2011. The goal of PinView was a proactive personal informa-
tion navigator that allows retrieval of multimedia – such as still images, text and video –
from unannotated databases. During image browsing and searching with a task-dependent
interface, the PinView system infers the goals of the user from explicit and implicit feed-
back signals and interaction, such as speech, eye movements and pointer traces and clicks,
complemented with social filtering. The collected rich multimodal responses from the user
are processed with new advanced machine learning methods to infer the implicit topic of
the user’s interest as well as the sense in which it is interesting in the current context.

The PinView consortium combined pioneering application expertise with a solid machine
learning background in content-based information retrieval. Besides AIRC, the project
consortium included University of Southampton (UK), University College London (UK),
Montanuniversitaet Leoben (AU), Xerox Research Centre Europe (FR), and celum gmbh
(AU).

The foremost output of the project was the PinView content-based image retrieval system,
that uses (1) the LinRel algorithm for balancing the exploration–exploitation trade-off
in image selection, and (2) the Multiple Kernel Learning algorithm for optimal use of
available low-level image features for iterative online relevance feedback. The PinView
method is able to make use of both explicit relevance feedback, given by pointer clicks
on images, and implicit feedback obtained from estimated image relevances based on the
user’s eye movements while viewing retrieved images. Empirical evaluations have proven
the efficiency and scalability of the PinView system in realistic small- and large-scale image
retrieval experiments.

In a nutshell, a well-functioning novel search engine was implemented as illustrated in
Figure 9.1 and scaling it to huge image collections was found to be feasible. User require-
ment studies were performed in the initial stage of the project. Later the PinView system
was evaluated in four user studies that originated from genuine use case scenarios. These
experiments showed that the gaze-based implicit relevance feedback clearly improved im-
age retrieval accuracy and speed compared to the baseline of random browsing. As it
can be expected that the price and size of eye tracking devices will continue diminishing
while their accuracy and usability are concurrently improving, the effortless combination
of browsing and proactive retrieval based on implicit gaze feedback will be useful and avail-
able on a large scale. During the project, seven peer-reviewed journal and 32 conference
papers have been published by the PinView consortium, including e.g. [1, 6, 7].

9.4 Contextual information interfaces

Contextual information interfaces provide access to information that is relevant in the
current context. They use sensory signals, such as gaze patterns, to track the user’s con-
text and foci of interest, and to predict what kind of information the user would need at
the present time. The information is retrieved from databases and presented in a non-
intrusive manner. Main challenges are extraction of context from visual and sensory data,

1http://www.pinview.eu/
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Figure 9.1: Main components and data flow in the PinView content-based image retrieval
system that makes use of machine learning of implicit relevance feedback from eye move-
ments.

construction of adaptive machine learning models that are able to utilize heterogeneous
context cues to predict relevance, and undisturbing and easily understandable presenta-
tion of information. Novel statistical machine learning methods are used for multimodal
information retrieval and for taking the context into account.

As a part of Urban Contextual Information Interfaces with Multimodal Augmented Reality
(UI-ART) project2, an interdisciplinary research project funded by Aalto Multidisciplinary
Institute of Digitalisation and Energy (MIDE) programme, we have built a pilot system

2http://mide.aalto.fi/en/UI-ART

Figure 9.2: Top left: a near-eye display screenshot of the UI-ART contextual information
interface. Top right: Our work received international media coverage in 2011. Bottom:
Smart phone interface of the UI-ART system.
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that retrieves and displays abstract information about people and real world objects in
augmented reality [3]. As a pilot application scenario, we have implemented a guide
that displays relevant information to a participant in a scientific workshop or meeting
or a visitor at a university department. The interface consists of either a head-worn
display with an integrated gaze-tracker or a smart phone that can be pointed towards an
interesting object. People and objects in the view are recognized from the video feed [8] and
information related to them is searched from a database. Retrieved textual annotations are
augmented to the view and become part of the context the user can attend to. Evidence
from gaze measurements and speech recognition is integrated to infer the user’s current
interests and annotations that match those are displayed. Figure 9.2 shows snapshots of
the UI-ART system’s augmented reality display.

In addition to the UI-ART project, the Proactive Interfaces research group participated in
the Device and Interoperability Ecosystem (DIEM) research programme of the TIVIT ICT
SHOK from July 2008 to December 2011. The project targeted to enable new services and
applications for smart environments that comprise of digital devices containing relevant
information for different purposes. The project involved Nokia Research Center (NRC)
and Technical Research Centre of Finland (VTT) as collaborators. In 2011, the work
was expanded to EIT ICT Labs’ Smart Spaces thematic Action Line project Pervasive
Information, Interfaces, and Interaction (PI3), where co-operation was been carrier out
with research groups from all EIT ICT Labs nodes.
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10.1 Introduction

Work in the field of natural language processing involves several research themes that
have close connections to work carried out in other groups, especially speech recognition
(Chapter 8) and Computational Cognitive Systems groups (Chapter ??). The objective of
this research is to develop methods for learning general-purpose representations from text
that can be applied to the recognition, understanding and generation of natural language.
The results are evaluated in applications such as automatic speech recognition, information
retrieval, and statistical machine translation.

During 2010–2011, our research has concentrated on minimally supervised and language-
independent methods for morphology induction, keyphrase extraction, and creation and
evaluation of vector space models.
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10.2 Unsupervised and semi-supervised morphology induc-

tion

In the theory of linguistic morphology, morphemes are considered to be the smallest
meaning-bearing elements of language, and they can be defined in a language-independent
manner. It seems that even approximative morphological analysis is beneficial for many
natural language applications dealing with large vocabularies, such as speech recognition
and machine translation. These applications usually use words as vocabulary units. How-
ever, for highly-inflecting and agglutinative languages, this leads to very sparse data, as
the number of possible word forms is very high.

Figure 10.1 shows the very different rates at which the vocabulary grows in various text
corpora of the same size. For example, the number of different unique word forms in
the Finnish corpus is considerably higher than in the English corpus. In addition to the
language, the size of the vocabulary is affected by the genre.
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Figure 10.1: The number of different word forms (types) encountered in growing portions
of running text (tokens) of various languages and text types.

Apart from practical use in various natural language processing applications, learning the
phenomena underlying word construction in natural languages is an important question in
psycholinguistics. Psycholinguistic questions regarding morphology include, for example,
how the different word forms are learned, constructed, and stored in our mind in the
so-called mental lexicon.

In 2010, we continued the series of Morpho Challenge competitions previously organized
in 2005, 2007, 2008, and 2009. The objective of Morpho Challanges is to design statisti-
cal machine learning algorithms that discover discover the set of morphemes from which
words are constructed [1]. The Morpho Challenge 2010 was funded by the EU Network of
Excellence PASCAL2 Challenge Program. The evaluations included four languages and
three evaluations: comparison to a linguistic gold standard, evaluation in an information
retrieval task, and evaluation in a machine translation task. As a new task we introduced
semi-supervised learning, in which a small set of linguistic gold standard morpheme analy-
ses are provided as a training set. Four international groups participated in the Challenge,
and the results and algorithms were published in a technical report [2].
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Based on the Morpho Challenge results collected over five years, we have performed an
extensive meta-evaluation of various evaluation methods for unsupervised learning of mor-
phology [3]. Apart from comparing existing methods, we have further developed the eval-
uation methods and published evaluation software for the research community.

We have also continued to develop Morfessor [4], an unsupervised method for morphology
induction. In Allomorfessor [5], Morfessor has been extended to account for the linguistic
phenomenon of allomorphy. In allomorphy, an underlying morpheme-level unit has two
or more surface realizations (e.g., ”day” has an alternative surface form ”dai” in ”daily”).
Allomorfessor has performed well in Morpho Challenge evaluations, although the amount
of allomorphs found by the algorithm was limited.

In order to enable Morfessor to model complex morphological phonomena such as allomor-
phy, as well as to provide a reasonable baseline for the semi-supervised learning evaluated
in Morpho Challenge 2010, we have also developed a semi-supervised learning algorithms
for Morfessor [6]. The linguisic evaluation of Morpho Challenge shows that the accuracy
of Morfessor improves rapidly already with small amounts of labeled data, surpassing the
state-of-the-art unsupervised methods at 1000 labeled words for English and at 100 labeled
words for Finnish. A further extension of the method has achieved the best published re-
sults for the semi-supervised learning setup of Morpho Challenge [7]. We have also studied
the effect of word frequencies learning in generative models of morphology such as Mor-
fessor, and found that using logaritmically dampened frequencies seem to provide better
results than learning on word tokens and at least as good results than learning on word
types [8].

Finally, in collaboration with the Brain Research Unit of the O.V. Lounasmaa laboratory
at Aalto University, we have developed psycholinguistic framework for evaluating machine
learning of morphology [9]. We use reaction times in a word recognition task as a proxy
that provides an indirect measure of the underlying mental processing. In general, longer
reaction times reflect more effortful cognitive processing. In comparison of several statisti-
cal models revealed that Morfessor Categories-MAP [4] provides an accurate and compact
model for the reaction time data. Moreover, we observed a strong effect for the type
and amount of the training data to the correlations. Figure 10.2 shows how Morfessor
Categories-MAP predicts too high reaction times for abstract words such as knowledge
and too low reactions times for concrete words such as mother.
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10.3 Keyphrase extraction

A language-independent keyphrase extraction method, Likey, extracts keyphrases from
a document using phrase frequency ranks and comparison to a reference corpus. It has
a light-weight preprocessing phase, whereas most of the other methods for keyphrase
extraction are highly dependent on the language used and the need for preprocessing is
extensive. Many of them need also a training corpus. On the contrary, Likey enables
independence from the language used. It is possible to extract keyphrases from text in
previously unknown language, provided that a suitable reference corpus is available. The
method was further developed and applied for a set of scientific articles [1]. The evaluation
was conducted against both author-provided and manually extracted keyphrases in the
articles.

Learning taxonomic relations

As an application for the Likey keyphrase extraction method, a method for learning tax-
onomic relations from a set of text documents was developed [2]. Likey and two other
methods for feature extraction were used to create document vectors for Wikipedia arti-
cles about animals in English and Finnish. The vectors were clustered hierarchically using
the Self-Organizing Map (SOM). The resulting taxonomy were compared to a scientific
classification of the animals, that can be seen in Figure 10.3.

Figure 10.3: Part of the reference taxonomy.
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10.4 Vector space models of language

Vector space models are a standard way to represent documents or words as vectors of
features. The model provides a solution to the problem of representing symbolic informa-
tion (words) in numerical form for computational processing. In a vector space, similar
items are close to each other, and the closeness can be measured using vector similarity
measures. Vector space models are applied, for example, in various information retrieval
tasks and text categorization tasks.

Dimensionality reduction in document clustering

In document clustering, semantically similar documents are grouped together. The di-
mensionality of document collections is often very large, thousands or tens of thousands of
terms. Thus, it is common to reduce the original dimensionality before clustering. Cosine
distance is widely seen as the best choice for measuring the distances between documents in
k-means clustering. The effect of dimensionality reduction on different distance measures
in document clustering was analysed in [1]. The results show that after dimensionality
reduction into small target dimensionalities, such as 10 or below, the superiority of cosine
measure does not hold. Also, for small dimensionalities, PCA dimensionality reduction
method performs better than SVD. Further, the effect of l2 normalization for different dis-
tance measures was studied. The experiments are run for three document sets in English
and one in Hindi.

Analysis of adjectives in a word vector space

Large number of studies indicate that methods using co-occurrence data provide useful
information on the relationships between the words, as words with similar or related
meaning will tend to occur in similar contexts. This intuition has been carefully assessed,
in particular, for nouns and verbs. In [2], we study how well the co-occurrence statistics
provide a basis for automatically creating a representation for a group of adjectives as well.
In this study, a the text collection used was extracted from English Wikipedia, and the
evaluation was carried out with 72 adjectives which formed 36 antonym pairs (i.e. good-
bad). Further, we compare three dimension reduction methods and their effect on the
quality of final representation: The Principal Component Analysis, the Self-Organizing
Map and Neighbor Retrieval Visualizer (NeRV). Figure 10.4 visualizes the adjectives and
their neighbors after dimension reduction with the NeRV.

Vector space evaluation using CCA

The vector spaces are generated using different feature extraction methods for text data.
However, evaluation of the feature extraction methods may be difficult. Indirect evaluation
in an application is often time-consuming and the results may not generalize to other
applications, whereas direct evaluations that measure the amount of captured semantic
information usually require human evaluators or annotated data sets.

We have developed a novel direct evaluation method for vector space models of documents
based on canonical correlation analysis (CCA) [3]. The evaluation method is based on
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Figure 10.4: The set of adjectives used in the study projected into a 2-dimensional space
using the Neighbor Retrieval Visualizer (NeRV) method. The words in bold have the
antonym in their local neighborhood.

unsupervised learning, it is language and domain independent, and it does not require
additional resources besides a parallel corpus.

CCA is a classical method for finding linear relationship between two data sets. In our
setting, the two sets are parallel text documents in two languages. A good feature ex-
traction method should provide representations that reflect the semantic contents of the
documents. We assume that the underlying semantic contents is independent of the lan-
guage, illustrated by the generation model on the left part of Figure 10.5. Then we can
study which feature extraction methods capture the contents best by measuring the de-
pendence between the representations of a document and its translation, illustrated on
the right part of Figure 10.5.

In the case of CCA, the applied measure of dependence is correlation, which means that
it can only find linear dependence. In a related study [4], we have shown that kernelized
version of CCA outperforms linear CCA in a sentence matching task. Unfortunately,
choosing the kernel and its parameters would require additional optimization step and
held-out data for vector space evaluation.

We have demonstrated the proposed evaluation method on a sentence-aligned parallel
corpus. The method was validated in three ways: (1) showing that the obtained results
with bag-of-words representations are intuitive and agree well with the previous findings,
(2) examining the performance of the proposed evaluation method with indirect evaluation
methods in simple sentence matching tasks, and (3) in a quantitative manual evaluation
of word translations. The results of the evaluation method correlate well with the results
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of the indirect and manual evaluations.
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11.1 Introduction

Computational Cognitive Systems group conducts research on artificial systems that com-
bine perception, action, reasoning, learning and communication. This area of research
draws upon biological, cognitive and social system approaches to understanding cogni-
tion. Cognitive systems research is multidisciplinary and interdisciplinary. It benefits from
sharing and leveraging expertise and resources between disciplines. Methodologically, sta-
tistical machine learning, pattern recognition and signal processing are central tools within
computational cognitive systems research. Our research focuses on modeling and applying
methods of unsupervised and semisupervised learning in the areas of conceptual modeling,
multilingual and language independent language technology, and socio-cognitive modeling.
Results related to language processing are reported in Section 10.

We approach conceptual modeling as a dynamic phenomenon. Among humans, concep-
tual processing takes place as an individual and social process. We attempt to model this
dynamic and constructive aspect of conceptual modeling by using statistical machine learn-
ing methods. We also wish to respect the overall complexity of the theme, for instance,
not relying on explicit symbolic representations are the only means relevant in conceptual
modeling. Our machine translation research builds on the conceptual modeling research
as well as on the research on adaptive language technology.

Socio-cognitive modeling is our newest research area which builds on 1) the experience and
expertise in modeling complex phenomena related to language learning and use at cognitive
and social levels and 2) strong national and international collaboration especially with the
representatives of social sciences and humanities. Socio-cognitive modeling mainly merges
aspects of computer science, social sciences and cognitive science. The basic idea is to
model interlinked social and cognitive phenomena.

Summary of collaboration

We have worked in close collaboration with other groups in Adaptive Informatics Research
Centre, lead by Prof. Erkki Oja and Prof. Samuel Kaski, in particular natural language
processing and multimodal interfaces (Dr. Mikko Kurimo and Dr. Jorma Laaksonen).

The collaboration with Aalto School of Economics and National Consumer Research Cen-
tre that started in KULTA projects, has continued within Tekes-funded VirtualCoach
project. The project focuses on wellbeing informatics and is discussed below in more
detail.

In the area of multilingual language technology, META-NET Network of Excellence is a
major effor (http://www.meta-net.eu). One objective is to build bridges to neighbouring
technology fields such as machine learning and cognitive systems. The research agenda
consist of four areas: (1) bringing more semantics into Machine Translation, (2) optimising
the division of labour in hybrid Machine Translation, (3) exploiting the context for Transla-
tion, and (4) preparing a base for Machine Translation. The COG group has been actively
involved in the third area. In overall, META-NET consists of 57 research centres from 33
countries. META-NET is coordinated by the German Research Center for Artificial In-
telligence (DFKI). A Cognitive Systems blog description of a META-NET event, written
by Jaakko Väyrynen is shown in Fig. 11.1 (http://cogsys.blogspot.com/2011/06/meta-
forum-2011.html).
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Figure 11.1: META-FORUM 2011 description in the widely read Cognitive Systems blog.

The COG group has actively participated the MultilingualWeb initiative that is concerned
with standards and best practices that support the creation, localization and use of mul-
tilingual web-based information. The consortium is coordinated by W3C and includes
companies such as Microsoft, Facebook, Opera and SAP. Fig. 11.2 gives an excerpt of a
blog post to Cognitive Systems on a MultilingualWeb event, written by Matti Pöllaä (see
http://cogsys.blogspot.com/2011/04/content-on-multilingual-web.html for more details).

Figure 11.2: A description of a MultilingualWeb event.
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MultilingualWeb has been organizing workshops open to the public and various communi-
cation channels, spreading information about what standards and best practices currently
exist, and what gaps need to be filled. Fig. 11.3 shows a fragment of the result a thematic
session. Its focus was “Semantic resources and machine learning for quality, efficiency and
personalisation of accessing relevant information over language borders”.

Figure 11.3: A fragment of a result from a MultilingualWeb thematic session.

An excellent example of the positive effects of international researcher exchange are the
results that stem from the visit by young COG researchers, Tommi Vatanen and Eric
Malmi, to CERN in Switzerland [5, 5].

In EIT ICT Labs, Dr. Krista Lagus has served as the Lead of Schools & Camps Catalyst
Development. EIT ICT Labs is one of the first three Knowledge and Innovation Com-
munities (KICs) selected by the European Institute of Innovation & Technology (EIT) to
accelerate innovation in Europe. EIT aims to rapidly emerge as a key driver of EU’s sus-
tainable growth and competitiveness through the stimulation of world-leading innovation
(http://eit.ictlabs.eu/).

Scientific events

In collaboration with other groups in AIRC, the COG group has been active in organizing
national and international conferences. Two main events took place in 2011, International
Conference on Artificial Neural Networks [49, 50] and Workshop on Self-Organizing Maps
[3].

During ICANN 2011, META-NET workshop on Context in Machine Translation was or-
ganized to foster exchange of ideas and results in this area. The notion of context was
meant to be understood broadly, including other modalities (like vision) in addition to the
textual contexts.

The Context in Machine Translation Challenge is part of a series of challenges organized by
the META-NET Network of Excellence (http://www.meta-net.eu), jointly by Aalto Uni-
versity (Finland), CNRS/LIMSI (France) and ILSP (Greece), supported by other network
partners.

The COG group was also involved in organizing the Finnish Artificial Intelligence Confer-
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ence, STeP 2011 [4].

VirtualCoach project

VirtualCoach – Paths of Wellbeing is a major project in the area of wellbeing informatics,
lead by Dr. Krista Lagus (http://blog.pathsofwellbeing.com/). The VirtualCoach builds
on the traditional methodological strengths of the COG group and AIRC, in general. Well-
being informatics is an emerging area of research in which ICT methodologies are used
to measure, analyze, and promote wellbeing of individuals. Examples of traditional appli-
cations include heart rate monitoring, tracking sports activities, analyzing the nutritional
content of diets, and analyzing sleeping patterns with mobile technologies.

In the VirtualCoach project, a central topic is how to help people to find peer and pro-
fessional support in a personalized manner. One approach is to build social media appli-
cations in which users can find stories that are potentially helpful in their individual life
situations. The users may wish to develop their wellbeing further, or need to solve some
problem that prevents them from achieving a satisfactory level of wellbeing.

The VirtualCoach project is a collaborative research effort with the National Consumer
Research Center and several companies including createAmove, FlowDrinks, Futuria Con-
sulting, If insurance company, Innotiimi, mutual pension insurance company Varma, MTV
Media, Oppifi, Terveystalo Healthcare, and Vierumäki Sports Institute.
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11.2 Learning to translate

Our research on multilinguality and machine translation (MT) uses novel methods that
are based on adaptivity. An MT system is learning to translate rather than needs to be
programmed to do so. The advances in statistical machine translation have shown that
the adaptive paradigm can help in reducing the system development costs dramatically.
However, these systems rely on representations that do not capture many relevant lin-
guistic aspects, neither take into account the wealth of knowledge that is known about
human cognitive processes related to natural language understanding, translation and
interpretation.

An important context for the research and development work on multilinguality is META-
NET. META-NET, a Network of Excellence consisting of 57 research centres from 33
countries, is dedicated to building the technological foundations of a multilingual Euro-
pean information society 1. The research work in META-NET has been divided into four
work packages. Our activities have focused on exploiting context in machine translation.
During ICANN 2011 conference, a META-NET workshop on “Context in Machine Trans-
lation” was organized2. The objective was to foster exchange of ideas and results in this
area. Here the notion of context is meant to be understood broadly, including other modal-
ities (like vision) in addition to the textual contexts. An invited talk was given by Dr.
Katerina Pastra entitled “Bridging language, action and perception: the cognitive context
of machine translation”. During the workshop a challenge on context in mt was announced.
The challenge data set consists of documents from the JRC-ACQUIS Multilingual Paral-
lel Corpus. Two language-pair directions are included in the data, English-¿Finnish and
Greek-French. The constructed challenge training data set contains the document context,
n-best lists for translated documents and additional contextual information as well as the
reference translations.

Language identification of short text segments

For processing multilingual texts, it is important to identify the language of each document,
sentence, or even word. There are many accurate methods for language identification of
long text samples, but identification of very short strings still presents a challenge. In
[1], we consider test samples that have only 5–21 characters. We show that a simple but
efficient method, naive Bayes classifier based on character n-gram models, outperforms
previous methods, when state-of-the-art language modeling techniques from automatic
speech recognition research are applied. Using the Universal Declaration of Human Rights
as a data set, we were able to conduct the experiments with as many as 281 languages.

Automatic machine translation evaluation

The normalized compression distance (NCD) has been further investigated as an automatic
machine translation metric. It is based on character-sequence comparison of translated
text and a reference translation, whereas most typical metrics (e.g. BLEU and NIST)
operate on word-sequences. In [2], the NCD metric has been extended to include flexi-
ble word matching, which extends the references translations with synonyms for words.

1http://www.meta-net.eu/
2http://www.cis.hut.fi/icann11/con-txt-mt11/



Computational Cognitive Systems 151

Several possible extensions were tested in [3] in order to improve the evaluation metric, in-
cluding multiple reference handling and segment replication. The metric also participated
in the MetricsMATR 2010 machine translation evaluation shared task. MT evaluation
metrics are themselves evaluated by measuring correlation between the automatic metric
and known human evaluations of translations.

Automatic evaluation of machine translation (MT) systems requires automated procedures
to ensure consistency and efficient handling of large amounts of data, and are essential
for parameter optimization and statistical machine translation system development. In
contrast to most MT evaluation measures, e.g., BLEU and METEOR, NCD provides a
general information theoretic measure of string similarity.

NCD is an approximation of the uncomputable normalized information distance (NID), a
general measure for the similarity of two objects. NID is based on the notion of Kolmogorov
complexity, a theoretical measure for the information content of a string, defined as the
shortest universal Turing machine that prints the string and stops. NCD approximates
NID by the use of a compressor that is an upper bound of the Kolmogorov complexity.

Similar to the mBLEU extension of the BLEU metric, the same synonym handling module
from METEOR was incorporated into the NCD metric. In our experiments, the resulting
mNCD metric had consistently better correlation with human judgments of translation
compared to the basic NCD metric.

An NCD-based metric was developed to handle multiple references in evaluation. It can
be viewed as a generalization of the NCD metric, as they are equal with only one reference
translations. It was shown to work better when two reference translations are available.

Domain adaptation for statistical machine translation

Statistical machine translation methodology is highly dependent of relevant parallel texts
for training. However, available large parallel corpora are typically out-of-domain for
many interesting translation tasks, such as news translation. This is especially true for
less-resourced languages. Therefore methods that can utilize out-of-domain text

Four existing different domain adaptation methods were tested in [4]: language model
(LM) adaptation, translation model (TM) adaptation, automatic post-editing and re-
training with combined data. All tested methods except language model adaptation out-
performed the baseline system trained with only the out-of domain data. The experiment
were conducted with a larger out-of-domain Europarl parallel corpus and a small previ-
ously collected small corpus of Finnish Iltalehti news with their English translations.

Domain adaption can be accomplished at several locations in the statistical machine trans-
lation process. The simplest way is simply to pool all available data and to learn a single
model based on it. It may not feasible if only models are available or the models are
incompatible. Also, it may give too little emphasis on the small amount of in-domain
data. Language model adaptation requires only monolingual target language data and
affects only the selection of translations without providing any new translations possibili-
ties for words or phrases. The adaptation can be done with a combination of the data or
linear or log-linear interpolation of two or more language models. Translation model adap-
tation requires additional parallel data that can be either included in the existing data
or the models can be joined with log-linear interpolation. The process is illustrated in
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Figure 11.4. The post-edit domain-adaption, shown in Figure 11.5, learns another trans-
lation model from the output of the original translation system to correct or corrected
translations, trying to statistically fix mistakes made by the original system.

Figure 11.4: The process for domain adaptation with log-linear interpolation of baseline
and in-domain translation models (TM). The wwo models operate on parallel inside one
translation system.

Figure 11.5: The process for post-edit domain adaptation. The two translation systems
operate in sequence.
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11.3 Socio-cognitive modeling

Socio-cognitive modeling is a new research area that merges aspects of computer science,
social sciences and cognitive science. The basic idea is to model interlinked social and
cognitive phenomena. Our focus has traditionally been in modeling individual cognition
that learns and uses language, or in building models of language using statistical machine
learning methods. Already for a long time, we have been interested in language and
its use as a dynamic phenomenon rather than as a static structural object. Thereafter,
we have widened our interest to language as a socio-cultural phenomenon that encodes
human knowing and further to other socio-cognitive phenomena, however often related
to language. In other words, cognition and intelligent activity are not only individual
processes but ones which rely on socio-culturally developed cognitive tools. These include
physical and conceptual artifacts as well as socially distributed and shared processes of
intelligent activity embedded in complex social and cultural environments.

One approach in socio-cognitive modeling is social simulation. It aims at exploring and
understanding of social processes by means of computer simulation. Social simulation
methods can be used to to support the objective of building a bridge between the qualita-
tive and descriptive approaches used in the social sciences and the quantitative and formal
approaches used in the natural sciences. Collections of agents and their interactions are
simulated as complex non-linear systems, which are difficult to study in closed form with
classical mathematical equation-based models. Social simulation research builds on the
distributed AI and multi-agent system research with a specific interest of linking the two
areas.

Directions for e-science and science 2.0

Science 2.0 builds on the technologies of Web 2.0. Blogs, wikis and other social sharing and
interaction tools allow scientists to interact and make their data and interpretations avail-
able for others in novel ways [1]. Science 2.0 continues and extends the tradition of publish-
ing open source software and open access publishing of scientific articles. Local examples,
stemming from the research of AIRC and its predecessors, include SOM Toolbox for Matlab
(http://www.cis.hut.fi/somtoolbox/), FastICA for Matlab (http://www.cis.hut.
fi/projects/ica/fastica/), dredviz software package for dimensionality reduction in
information visualization (http://www.cis.hut.fi/projects/mi/software/dredviz/),
and Morfessor software (http://www.cis.hut.fi/projects/morpho/).

Where Science 2.0 refers to new practices in conducting science with the help of com-
munications and collaborations technologies, computational science builds on modeling
and simulation of real world or anticipated phenomena based on massive data sets. Tra-
ditionally, this field has been dominated by applications related to natural sciences and
engineering, but also human and social sciences have started to use computational models
as a research tool.

An article, based on a keynote given by Timo Honkela in MASHS 2010 conference, dis-
cusses the themes described above and considers computational linguistics and computa-
tional economics as more specific examples [1]. Also a map of Finnish science was described
and discussed (see Fig. 11.6). The map was created based on the contents of 3,224 appli-
cation documents sent to Academy of Finland. The text contents were analyzed using an
automatic terminology extraction method called Likey (see Section 10.1 and the section
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on keyphrase extraction for more detauls). The SOM algorithm organized the documents
into a map in which similar applications are close to each other and in which thematic
areas emerged (Fig. 11.6).

Figure 11.6: Map of Finnish science.

Text mining and qualitative analysis of history interviews

In collaboration with Dr. Petri Paju, we have explored the possibility of applying a
text mining methods on a large qualitative source material concerning the history of
information technology [3]. This data was collected in the Swedish documentation project
“From Computing Machines to IT.” We applied text mining on the interview transcripts
of this Swedish documentation project. Specifically, we seeked to group the interviews
according to their central themes and affinities and pinpoint the most relevant interviews
for specific research questions. In addition, we searched for interpersonal links between the
interviews. We applied the SOM algorithm to create a similarity diagram of the interviews.
In the article based on this research, we discussed the results in several contexts including
the possible future uses of text mining in researching history [3].

Analysis of global nutrition, lifestyle and health situation

EIT ICT Labs Wellbeing Innovation Camp (WIC) 2010 lead into a number of results (see
http://www.cis.hut.fi/wicamp/2010/). In two cases, research work leading to publications
in the general area of wellbeing informatics [2, 4]. The Action Line “Health and Wellbeing”
in EIT ICT Labs has very similar basic objectives as the VirtualCoach project, discussed
earlier in this report (see Section 11.1). In this action line, it is acknowledged that health
and wellbeing “needs to be approached in a holistic way that fosters mental and physical
fitness and balance. Having healthy and caring relationships, as well as good daily habits
and behavioural patterns, are just two of the many principles in this holistic approach.”
(http://eit.ictlabs.eu/action-lines/health-wellbeing/)

In the first Wellbeing Innovation Camp project, the relationship between nutrition, lifestyle
and health situation around the world was studied. The dataset used in the analysis is
comprised of statistics that can be divided into three categories namely health, diet and
lifestyle. The first category contains information such as obesity prevalence, incidence
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of tuberculosis, mortality rates and related variables in different countries. The dietary
information includes consumption of proteins, sugar and milk products, and various other
components of nutrition. The lifestyle category provides information related to the drink-
ing and smoking habits, etc. One interesting finding was that there is a clear correlation
between high consumption of sugar or sweeteners and a prevalence of cholesterol in men
and women. This and other conclusions from the study are reported in [2].

Emotional semantics of abstract art and low-level image features

The second result of a project initiated at the Wellbeing Innovation Camp 2010, is an anal-
ysis on how well low-level image features can be used in predicting the emotional responses
of subjects to abstract art [4]. This research was conducted in close collaboration with
Jorma Laaksonen’s research group. In this work, we studied people’s emotions evoked by
viewing abstract art images based on traditional low-level image features within a binary
classification framework. Abstract art is used instead of artistic or photographic images
because those contain contextual information that influences the emotional assessment in
a highly individual manner. Whether an image of a cat or a mountain elicits a negative
or positive response is subjective. After discussing challenges concerning image emotional
semantics research, we empirically demonstrated that the emotions triggered by viewing
abstract art images can be predicted with reasonable accuracy by machine using a variety
of low-level image descriptors such as color, shape, and texture [4].
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11.4 GICA: Grounded Intersubjective Concept Analysis

We have introduced a novel method to analyze and make visible differences among people
regarding how they conceptualize the world [1, 3]. The Grounded Intersubjective Concept
Analysis (GICA) method first employs either a conceptual survey or a text mining step
to elicit particular ways in which terms and associated concepts are used among individ-
uals. The subsequent analysis and visualization reveals potential underlying groupings of
people, objects and contexts. The GICA method extends the basic idea of the traditional
term-document matrix analysis to include a third dimension of different individuals. This
leads to a formation of a third-order tensor of Subjects x Objects x Contexts. Through
flattening, these Subject-Object-Context (SOC) tensors can be analyzed using various
computational methods. In the following, we introduce the GICA method and its back-
ground in some detail.

Introduction to epistemological subjectivity

When human communication as well as computational modeling of knowledge and lan-
guage is considered, it is usually taken granted that the meaning of all symbols used in
the communication or representation of knowledge is shared by all human and/or artificial
agents. It is, however, quite straightforward to show empirically that this is not the case.
Practical and theoretical limitations of traditional knowledge representation were already
highlighted in an early project the objective of which was to developed a natural language
database interface [2]. It started to be obvious that meaning needs to be defined contextu-
ally and also the subjective aspects is relevant. The word ’red’ has different interpretations
in different contexts such as “red shirt”, “red skin”, or “red wine”. Subjectivity is par-
ticularly notable when abstract complex concepts such as ’computation’, ’democracy’, or
’sustainability’ are considered.

In human communication, it is the occasional clear failure that allows us to see that
understanding language is often difficult. In making the connection between a word and
its typical and appropriate use, we humans rely on a long learning process. The process
is made possible and guided by our genetic make-up, but its success essentially requires
extensive immersion to a culture and contexts of using words and expressions. To the
extent that these contexts are shared among individual language speakers, we are then
able to understand each other. When our learning contexts differ, however, differences in
understanding the concepts themselves arise and subsequent communication failures begin
to take place. Two main failure types can be detected. The first type is false agreement,
where on the surface it looks as if we agree, but in fact our conceptual difference hides
the underlying difference in opinions or world views. The second type of problem caused
by undiscovered meaning differences is false disagreement. If we are raised (linguistically
speaking) in different sub-cultures, we might come to share ideas and views, but might
have learned to use different expressions to describe them.

It is commonplace in linguistics to define semantics as dealing with prototypical meanings
whereas pragmatics would be associated with meanings in context. For our purposes,
this distinction is not relevant since interpretation of natural language expressions always
takes place in some context, usually even within multiple levels of context including both
linguistic and extra-linguistic ones. In the contrary case, that is, when an ambiguous word
such as “break” appears alone without any specific context one can only try to guess which
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of its multiple meanings could be in question. If there is even a short contextual cue —
“break the law”, or “have a break”, or “how to break in billiards” – it is usually possible to
arrive at a more accurate interpretation. Also the extralinguistic context of an expression
usually helps in disambiguation.

Becoming conscious of individual differences as a way of increasing un-

derstanding

For the most part, people do not seem to be aware of the subjectivity of their perceptions,
concepts, or world views. Furthermore, one might claim that we are more typically con-
scious of differences in opinions, whereas differences in perception or in conceptual level
are less well understood. It is even possible that to be able to function efficiently it is
best to mostly assume that my tools of communication are shared by people around me.
However, there are situations where this assumption breaks to a degree that merits further
attention. An example is the case when speakers of the same language from several dis-
ciplines, interest groups, or several otherwise closely knit cultural contexts come together
to deliberate on some shared issues.

The background assumption of the GICA method innovation is the recognition that al-
though different people may use the same word for some phenomenon, this does not
necessarily mean that the conceptualization underlying this word usage is the same; in
fact, the sameness at the level of names may hide significant differences at the level of
concepts. Furthermore, there may be differences at many levels: experiences, values, un-
derstanding of the causal relationships, opinions and regarding the meanings of words.
The differences in meanings of words are the most deceptive, because to discuss any of
the other differences, a shared vocabulary which is understood in roughly the same way,
is necessary. Often a difference in the meanings of used words remains unrecognized for a
long time; it may, for instance, be misconstrued as a difference in opinions. Alternatively,
a difference in opinions, or regarding a decision that the group makes, may be masked
and remain unrecognized, because the same words are used seemingly in accord, but in
fact in different meanings by different people. When these differences are not recognized
during communication, it often leads to discord and unhappiness about the end result.
As a result, the joint process may be considered to have failed in one or even all of its
objectives.

Making differences in understanding visible

Our aim with the Grounded Intersubjective Concept Analysis (GICA) method is to de-
vise a way in which differences in conceptualization such as described above can be made
visible and integrated into complex communication and decision making processes. An
attempt to describe the meaning of one word by relying on other words often fails, be-
cause the descriptive words themselves are understood differently across the domains. In
fact, a domain may have a large number of words that have their specialized meanings.
The more specific aims of this paper are to define the problem domain, to explain the
processes of concept formation from a cognitive point of view based on our modeling
standpoint, and to propose a methodology that can be used for making differences in
conceptual models visible in a way that forms a basis for mutual understanding when
different heterogeneous groups interact. Contexts of application are, for instance, pub-
lic planning processes, environmental problem solving, interdisciplinary research projects,
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product development processes, and mergers of organizations.

11.5 The GICA method

In the following, we present an overview of the GICA method based on conducting a
conceptual survey among participants (see [1] for more details. A version in which text
mining can be used to extract subjective information has been introduced recently [3].

The GICA method includes three main stages:

A Preparation,

B Focus session(s), and

C Knowledge to action activities.

These steps can be repeated iteratively. The focus sessions are supported with computa-
tional tools that enable the analysis and visualization of similarities and differences in the
underlying conceptual systems.

Subjectivity cube

In the GICA method, the idea of considering some items or objects such as words in their
contexts is taken a step further. As we have in the introductory section of this paper
aimed to carefully show, subjectivity is an inherent aspect of interpretation. In order to
capture the aspect of subjectiveness, we add a third dimension to the analysis. Namely, we
extend the set of observations, objects× contexts, into objects× contexts× subjects, i.e.
we additionally consider what is the contribution of each subject in the context analysis.

Adopting the notation and terminology for tensors (multiway arrays), the order of a ten-
sor is the number of the array dimensions, also known as ways or modes. As GICA
dataset is observed under varied conditions of three factors, these form the ways of the
order-three tensor X ∈ RO×C×S, where O, C, S are the number of values (levels) in ranges
{o1, o2, . . . , oO}, {c1, c2, . . . , cC} and {s1, s2, . . . , sS} of the categorical factor variables ob-
ject o, context c and subject s respectively. An element of the tensor, xijk ∈ R, is the
individual observation under certain values (oi, cj , sk) taken by the factors. R is the range
of the observed variable.[3]

11.5.1 Obtaining subjectivity data

A central question in GICA is how to obtain the data on subjectivity for expanding an
object-context matrix into the tensor that accounts additionally for subjectivity. The ba-
sic idea is that for each element in the object-context matrix one needs several subjective
evaluations. Specifically, the GICA data collection measures for each subject sk the rele-
vance xijk of an object oi in a context cj , or, more generally, the association xijk between
object and context.



160 Computational Cognitive Systems

Figure 11.7: The O×C×S-element subjectivity cube flattened into a matrix in which each
column corresponds to a subject and each row to a unique combination of an item and a
context. The number of rows in this matrix is O×C and the number of columns is S. A
transpose of this matrix gives rise to a map of persons that is the way-3 matricization of
a GICA data tensor.

Conceptual survey of subjectivity

An essential step in the method is to collect a) a number of objects for which epistemolog-
ical subjectivity is likely to take place, as well as b) a number of relevant contexts towards
which the previously collected objects can be reflected. The context items can be short
textual descriptions, longer stories, or even multimodal items such as physical objects,
images or videos. The underlying idea is that between the objects and the contexts there
is some kind of potential link of a varying degree. It is important to choose the contexts
in such a manner that they are as clear and unambiguous as possible. The differences in
the interpretations of the objects is best revealed if the “reflection surface” of the contexts
is as shared as possible among the participants. Therefore, the contexts can include richer
descriptions and even multimodal grounding.

The participants are then asked to fill in a data matrix which typically consists of the
objects as rows and the contexts as columns. Each individual’s task is to determine how
strongly an object is associated with a context. A graded scale can be considered beneficial.

The data collected is analyzed using some suitable data analysis method. The essential
aspect is to be able to present the rich data in a compact and understandable manner so
that the conceptual differences are highlighted.

Text mining of subjectivity

Conducting a conceptual survey requires considerable amount of resources and therefore
alternative means for obtaining subjectivity data are useful. As an alternative approach,
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text mining can be used in this task. The basic idea is to analyze a number of documents
stemming from different persons and to compare the use of a set of words or phrases by
them. The comparison is based on analyzing the contexts in which each person has used
each word. The more similar the contextual patterns between two persons for a word,
the closer the conceptions are considered to be. The accuracy of the result is, of course,
dependent on how much relevant data is available.

The method is illustrated by analyzing the State of the Union addresses by US presidents.
These speeches have been given since president George Washington in 1790. For the
detailed analysis, we selected all speeches between 1980 and 2011 given by Jimmy Carter,
Ronald Reagan, George Bush, Bill Clinton, George W. Bush and Barack Obama. In this
text mining case, populating the matrix takes place by calculating the frequencies on how
often a subject uses an object word in the context of a context word. A specific feature in
this study was that each president has given the State of the Union Address several times.
The basic approach would be to merge all the talks by a particular president together.
However, a further extension can be used, i.e., each year can be considered separately so
that each president is “split” into as many subjects as the number of talks he has given
(e.g. Reagan1984, Reagan1985, ...). This is a sensible option because it provides a chance
to analyze the development of the conceptions over time. In our case, the vicinity was
defined as 30 words preceding the object word. This contextual window cannot be the
whole document because all the objects in a speech would obtain a similar status. On the
other hand, a too short window would emphasize the syntactic role of the words. Fig. 11.8
shows a detailed view on the health area of the GICA map. Two specific conclusions can
be made. First, a general tendency is that the handling of the health theme forms two
clusters, the democrats of the left and the republicans on the right. However, the second
conclusion is that in Barack Obama’s speeches in 2010 and 2011, he has used the term in
such a way that resembles the republican usage.

Figure 11.8: A zoomed view into the health area of the GICA map of the State of the
Union Addresses.

More detailed information on the GICA method and examples of its use is available in
[1, 3]. Future plans include developing the analysis, e.g., by applying different tensor
analysis methods.
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12.1 Data analysis in monitoring and decision making

Our objective has been to develop methodologies for failure management in nuclear power
plant, and apply them in practice in solving typical problems on this application area [1].
Data-analysis with nuclear power plant data has been one important basic research
methodology that we have used. We have developed and applied different case-based data-
analysis methods and visualizations to help to detect and analyze various failure cases.
Early detection of faults with data-based methods has been an important focus area. We
have also used such methods as prediction and modelling to help our research [2]. To
study the information value of SOM Maps (Self-Organizing Map method) for the operator
with comparisons to other visualization methods is also our interest.

The fault dynamics and dependencies of power plant elements and variables have been
inspected to open the way for modelling and creating useful statistics to detect process
faults [3]. We have succeeded in using data mining to learn from industrial processes and
finding out dependencies between variables by Principal Component Analysis (PCA) and
Self-Organizing Map (SOM). In addition to industrial data also methods were developed
with the voting advice application data of the Parliamentary elections [4].

In Finnish Metals and Engineering Competence Cluster (FIMECC), we have participated
in Energy and Life Cycle Cost Efficient Machines (EFFIMA) Programme. The programme
target has been to develop new technology and solutions that enable new machines, de-
vices and systems with dramatically lower life cycle costs — and especially lower energy
consumption — than what is the international state-of-the-art of today. Our contribution
has been to develop and apply machine learning methods in measurement data analysis in
order to achieve the above EFFIMA goals. As a result, a toolbox of adaptive data analysis
methods have been developed for the industrial partners.
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13.1 Introduction

Amaury Lendasse

The Environmental and Industrial Machine Learning (EIML) group is a sub-group of
the Adaptive Informatics Applications (AIA) group. It is part of both the Department of
Information and Computer Science and the Adaptive Informatics Research Centre, Centre
of Excellence of the Academy of Finland.

The EIML group is based on the former Time Series Prediction and Chemoinformatics
group, and is developing new Machine Learning techniques: 1) to model environment
(using e.g. time series prediction, variable selection and ensemble modeling); 2) to solve
industrial problems (for example in the fields of chemometrics, electricity production and
distribution, bankruptcy prediction and information security. The EIML group has been
created and is lead by Dr. Amaury Lendasse, Docent. The Industrial Machine Learning
is under the responsibility of Dr. Francesco Corona, Docent. The information security is
under the responsibility of Dr. Yoan Miche.
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13.2 Environmental Modeling and Related Tools

Amaury Lendasse,Timo Honkela, Federico Pouzols, Olli Simula and Antti Sor-
jamaa

Research Environmental Modeling and Time Series prediction are the main research
areas of the EIML group.

Environmental Sciences Environmental Sciences have seen a great deal of development
and attention over the last few decades, fostered by an impressive improvement in obser-
vational capabilities and measurement procedures. The fields of environmental modeling
and analysis seek to better understand phenomena ranging from Earth-Sun interactions
to ecological changes caused by climatic factors. Traditional environmental modeling and
analysis approaches emphasize deterministic models and standard statistical analyses, re-
spectively. However, the application of further developed data-driven analysis methods
has shown the great value of computational analysis in environmental monitoring research.
Furthermore, these analyses have provided evidence for the feasibility of predicting envi-
ronmental changes. Thus, linear and nonlinear methods and tools for the analysis and
predictive modeling of environmental phenomena are sought. In interpreting biological
monitoring data, there is an even stronger need to develop new modeling techniques, be-
cause biota does not respond in a linear manner to environmental changes. In addition,
a time lag between a stimulus and a response is common, e.g., a change in nutrient con-
centration and subsequent changes in algal growth, or turbidity of water. Hence, there
is a demand for predictive and causal models. In this context, we follow a multidisci-
plinary approach, involving diverse areas of machine learning. These include time series
prediction, ensemble modeling, feature selection and dimension reduction. Our activity
concentrates specially on developing new methods and tools motivated by real-world needs
in close cooperation with experts in the field. Our current research spans a number of
areas, including long-term prediction, spatial-temporal analysis, missing data, irregular
and incomplete sampling, and time-frequency analysis. Among a number of application
areas, we focus on Marine Biology. Applications of our research have a direct relevance for
the Baltic Sea countries. Sophisticated environmental models are needed and directly or
indirectly requested by policy makers, industry and citizens. This is of special relevance
in the context of regulations such as the EU Water Framework Directive, among others.
Our research aims to contribute to the scientific and technological challenges posed by
such regulations as well as general challenges in Environmental Sciences worldwide. Time
Series Prediction

What is Time series prediction? Time series forecasting is a challenge in many fields.
In finance, one forecasts stock exchange or stock market indices; data processing specialists
forecast the flow of information on their networks; producers of electricity forecast the
electric load and hydrologists forecast river floods. The common point to their problems
is the following: how can one analyze and use the past to predict the future? In general,
these methods try to build a model of the process. The model is then used on the last values
of the series to predict future values. A new challenge in time series prediction is the long-
term prediction also known as multiple step-ahead prediction. Many methods designed
for time series forecasting perform well (depending on the complexity of the problem) on
a rather short-term horizon but are rather poor on a longer-term one. This is due to the
fact that these methods are usually designed to optimize the performance at short term,



170 Time series prediction

their use at longer term being not optimized. Furthermore, they generally carry out the
prediction of a single value while the real problem sometimes requires predicting a vector
of future values in one step. One particular problem of long-term prediction is studied:
the prediction of the electric load. This problem is very complex and is more and more
crucial because of the liberalization of the electricity market. Electricity producers and
network companies are looking for models to predict not only their needs for the next
hours but also for next days and next weeks.

Our main results can be found in [1, 2, 3, 4, 5, 6, 7].
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13.3 Extreme Learning Machine

Yoan Miche, Qi Yu, Eric Severin, Antti Sorjamaa, Mark van Heeswijk, Erkki
Oja, Federico Pouzols, Olli Simula and Amaury Lendasse

The amount of information is increasing rapidly in many fields of science. It creates new
challenges for storing the massive amounts of data as well as to the methods, which are
used in the data mining process. In many cases, when the amount of data grows, the
computational complexity of the used methodology also increases.
Feed-forward neural networks are often found to be rather slow to build, especially on
important datasets related to the data mining problems of the industry. For this reason,
the nonlinear models tend not to be used as widely as they could, even considering their
overall good performances. The slow building of the networks comes from a few simple
reasons; many parameters have to be tuned, by slow algorithms, and the training phase
has to be repeated many times to make sure the model is proper and to be able to per-
form model structure selection (number of hidden neurons in the network, regularization
parameters tuning. . . ).
Guang-Bin Huang et al. propose an original algorithm for the determination of the weights
of the hidden neurons called Extreme Learning Machine (ELM). This algorithm decreases
the computational time required for training and model structure selection of the network
by hundreds. Furthermore, the algorithm is rather simplistic, which makes the implemen-
tation easy.
In our research, a methodology called Optimally-Pruned ELM (OP-ELM), based on the
original ELM, is proposed. The OP-ELM methodology is compared using several experi-
ments and two well-known methods, the Least-Squares Support Vector Machine (LS-SVM)
and the Multilayer Perceptron (MLP).

Our main results can be found in [8, 9, 10, 11, 12].
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13.4 Process Informatics

Francesco Corona, Elia Liitiäinen, Olli Simula, Zhanxing Zhu and Amaury
Lendasse

Process Informatics investigates the development and application of modeling methods
from adaptive informatics on measurements from process industry. The methods aim at
representing complex chemical and physical processes with models directly derived from
the data collected by the automation systems present in the process plants, without an
explicit regard to the first principles. We concentrate on algorithmic methods satistying
properties like accuracy, robustness, computational efficiency and understandability. Ac-
curacy, robustness and efficiency favor on-line implementations of the models in full-scale
applications, whereas understandability permits the interpretation of the models from the
aprioristic knowledge of the underlying phenomena. Such an approach to process model-
ing provides tools that can be used in real-time analysis and supervision of the processes
and can be embedded in advanced model -based control strategies and optimization. Spe-
cific application domains are chemometrics, spectroscopy, chromatography and on-line
analytical technologies in process and power industry. On the algorithmic side we con-
centrate on methods for nonlinear dimensionality reduction, variable selection, functional
and regularized regression.

Our main results can be found in [16, 17, 18, 19, 20].
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13.5 Bankruptcy prediction

Yu Qi, Laura Kainulainen, Eric Severin, Olli Simula, Yoan Miche, Emil Eirola
and Amaury Lendasse

Bankruptcies are not only financial but also individual crises which affect many lives. Al-
though unpredictable things may happen, bankruptcies can be predicted to some extent.

This is important for both the banks and the investors that analyze the companies, and
for the companies themselves. The aim of our research is to see, whether new machine
learning models combined with variable selection perform better than traditional models:
Linear Discriminant Analysis, Least Squares Support Vector Machines and Gaussian Pro-
cesses. They form a good basis for comparison, since LDA is a widely spread technique in
the financial tradition of bankruptcy prediction, LSSVM is an example of Support Vector
Machine classifiers and Gaussian Processes is a relatively new Machine Learning method.

Since all the possible combinations of the variables cannot be evaluated due to time con-
straints, forward selection may offer a fast and accurate solution for finding suitable vari-
ables.

Our main results can be found in [13, 14, 15].
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[51] T. Honkela, A. Hyvärinen, and J. Väyrynen. WordICA - Emergence of linguistic
representations for words by independent component analysis. Natural Language
Engineering, 16(3):277–308, 2010.

[52] T. Honkela, N. Janasik, K. Lagus, T. Lindh-Knuutila, M. Pantzar, and J. Raitio.
GICA: Grounded intersubjective concept analysis – a method for enhancing mutual
understanding and participation. TECHREP TKK-ICS-R41, AALTO-ICS, ESPOO,
Dec. 2010.
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[219] V. Viitaniemi, M. Sjöberg, M. Koskela, and J. Laaksonen. Concept-based video
search with the PicSOM multimedia retrieval system. TECHREP TKK-ICS-R39,
AALTO-ICS, ESPOO, Dec. 2010.

[220] S. Virpioja, O. Kohonen, and K. Lagus. Unsupervised morpheme analysis with
Allomorfessor. In Multilingual Information Access Evaluation I. Text Retrieval Ex-
periments: 10th Workshop of the Cross-Language Evaluation Forum, CLEF 2009,
Corfu, Greece, September 30 – October 2, 2009, Revised Selected Papers, volume
6241 of Lecture Notes in Computer Science, pages 609–616. Springer Berlin / Hei-
delberg, September 2010.

[221] S. Virpioja, O. Kohonen, and K. Lagus. Evaluating the effect of word frequencies
in a probabilistic generative model of morphology. In B. S. Pedersen, G. Nešpore,
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