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José Caldas, Andrey Ermolov, Ali Faisal, Ilkka Huopaniemi, Leo Lahti,
Juuso Parkkinen, Abhishek Tripathi . . . . . . . . . . . . . . . . . . . . . .

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2 Translational medicine on metabolic level . . . . . . . . . . . . . . . . . . . 99
5.3 Retrieval and visualization of relevant experiments . . . . . . . . . . . . . . 101
5.4 Fusion of heterogeneous biomedical data . . . . . . . . . . . . . . . . . . . . 103

6 Neuroinformatics 107
Ricardo Vigário, Miguel Almeida, Nicolau Gonçalves, Nima Reyhani,
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Matti Pöllä and Timo Honkela . . . . . . . . . . . . . . . . . . . . . . . . .

15.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
15.2 Anomaly detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

Adaptive Informatics Applications

16 Intelligent data engineering 189
Miki Sirola, Kimmo Raivio, Pasi Lehtimäki, Jukka Parviainen, Jaakko Talo-
nen, Golan Lampi, Teemu Poikela, Eimontas Augilius, Olli Simula . . . . .

16.1 Data analysis in industrial operator support . . . . . . . . . . . . . . . . . . 190
16.2 Cellular network optimization . . . . . . . . . . . . . . . . . . . . . . . . . . 192

17 Time series prediction 195
Amaury Lendasse, Francesco Corona, Federico Montesino-Pouzols, Patrick
Bas, Antti Sorjamaa, Mark van Heeswijk, Laura Kainulainen, Eric Severin,
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Preface

The Adaptive Informatics Research Centre (AIRC, adaptiivisen informatiikan
tutkimusyksikkö) was nominated as one of the national Centers of Excellence (CoE) by
the Academy of Finland for the period 2006 - 2011. It is financed by the Academy, Tekes,
HUT, and Nokia Co.

The present report covers the activities of AIRC during the years 2008 and 2009. It
concentrates on the research projects, but also lists the degrees and awards given to the
staff. The achievements and developments of the previous two years have been reported
in the Biennial Report 2006 - 2007. The web pages of AIRC, http://www.cis.hut.fi/
also contain up-to-date texts.

During 2008 - 2009, the AIRC was operating within the new Department of Information
and Computer Science (ICS), belonging to the Faculty of Information and Natural Sciences
of Helsinki University of Technology. Professor Erkki Oja was the director of AIRC,
and Professor Samuel Kaski was the vice-director, with Professors Olli Simula and Juha
Karhunen participating in its research projects. In addition, 16 post-doctoral researchers,
ca. 45 graduate students, and a number of undergraduate students were working in the
AIRC projects in 2009. In terms of the personnel and budget, AIRC comprises about two
thirds of the ICS Department.

To briefly list the main numerical outputs of AIRC during the period 2008 - 2009,
the laboratory produced 10 D.Sc. (Eng.) degrees and 31 M.Sc. (Eng.) degrees. The
number of scientific publications appearing during the period was 176, of which 37 were
journal papers. It can be also seen that the impact of our research is clearly increasing,
measured by the citation numbers to our previously published papers and books, as well
as the number of users of our public domain software packages.

A large number of talks, some of them plenary and invited, were given by our staff in
the major conferences in our research field. We had several foreign visitors participating
in our research, and our own researchers made visits to universities and research institutes
abroad. The total number of visit months both to and from AIRC was 187. The research
staff were active in international organizations, editorial boards of journals, and conference
committees, including NIPS 2008, AKRR / ESTSP 2008 and ICML / MLG / UAI / COLT
2008. Also, some prices and honours, both national and international, were granted to
members of our staff. All these are detailed in this report.

The second meeting of the Scientific Advisory Board of AIRC was held on May 12 -
13, 2008. The evaluation report written by the members of the Board, Professors Risto
Miikkulainen and José C. Pŕıncipe, was quite positive. It begins by stating that “The
group ... continues to be a reference in the international research community in the area
of adaptive informatics. Therefore, the prestigious status of Center of Excellence bestowed
by the Academy of Finland is a well deserved recognition. The vision and scientific impact
of the CoE is on par with the best centers in the world in this area, not only in terms of
productivity, but primarily because of the quality of its scientific production and in the
novelty of its contributions.”
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Another evaluation for the whole ICS laboratory was carried out in summer 2009
in the context of the international evaluation of all the departments of the new Aalto
University, which started its operations in January 2010. The ICS laboratory won the
first place among the 46 departments, shared with the Department of Applied Physics,
with an almost perfect numerical score of 24 / 25. In that evaluation, the foreign experts
state e.g. that “The research quality of the department is outstanding ...(it) has a long
tradition of excellence in research and doctoral education... The citation impact is very
impressive ... the department is one of the top five centers in the world in their research
area.”

Erkki Oja Samuel Kaski

Professor Professor
Director, Vice-Director,
Adaptive Informatics Adaptive Informatics
Research Centre Research Centre
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Computational Intelligence Methods for Bioinformatics and Biostatistics, Vietri sul
Mare, Salerno, Italy, October 3-4, 2008.
Machine Learning for Systems Biology, Brussels, Belgium, September 13-14, 2008.
Sixth Asia-Pacific Bioinformatics Conference (APBC 2008), Kyoto, Japan, January
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14-17, 2008.
ICPR-08, The 19th International Conference on Pattern Recognition, Tampa,
Florida, USA, December 8-11, 2008.
Fifth International Workshop on Computational Systems Biology, WCSB 2008,
Leipzig, Germany, June 11-13, 2008.
ECCB08, European Conference on Computational Biology, Cagliari, Italy, Septem-
ber 22-26, 2008.
ECAI 2008, European Conference on Artificial Intelligence, Patras, Greece, July 21-
25, 2008.
WABI 2008, 8th Workshop on Algorithms in Bioinformatics, Karlsruhe, Germany,
September 15-17, 2008.
International Symposium on Intelligent Data Engineering and Automated Learning
IDEAL’09, Burgos, Spain, September 23-26, 2009.
Workshop on Self-Organizing Maps, WSOM09, St Augustine, Florida, USA, June
8-10, 2009.
IEEE/WIC International Conference on Web Intelligence, WI 2009, Milano, Italy,
September 15-18, 2009.
European Symposium on Artificial Neural Networks, Bruges, Belgium, April 22-24,
2009.
Machine Learning for Structural and Systems Biology, MLSB’09, Ljubljana, Slove-
nia, September 5-6, 2009.
International Conference on Machine Learning CML 2009, Montreal, Canada, June
14-18, 2009.
Asia-Pacific Bioinformatics Conference APBC2009, Beijing, China, January 13-16,
2009.
International Workshop on Computational Systems Biology, WCSB 2009, Aarhus,
Denmark, June 10-12, 2009.
The 9th IEEE International Symposium on Bioinformatics and Bio Engineering
BIBE 2009, Taichung, Taiwan, June 22-24, 2009.
Mining and Learning with Graphs (MLG-2009), Leuven, Belgium, July 2-4, 2009.
PRIB 2009, Pattern Recognition in Bioinformatics, Sheffield, U.K., September 7-9,
2009.

• Session Chairman: NIPS 2008 Workshop on Learning from Multiple Sources,
Whistler, Canada, December 13, 2008.

• Member of Steering Committee, EU NoE PASCAL2, UK.

• Evaluator of CoE applications, Slovenian Research Agency ARRS, Slovenia, 2009.

• Associate Editor, International Journal of Knowledge Discovery in Bioinformatics,
Singapore, 2009.

• Editorial Board Member:
Intelligent Data Analysis, The Netherlands.
International Journal of Neural Systems, Singapore.
Cognitive Neurodynamics, Germany.

• Pre-examiner of a doctoral thesis:
Zhu Yan, Nanyang Technological University, Singapore, 2008.
Steffen Bickel, Universitat Potsdam, Germany, 2008.
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• Opponent at the doctoral dissertation of Jörg Ontrup, University of Bielefeld, Ger-
many, 2008.

• Issuing a statement for appointment to office of a professor: NUI Galway, Bioinfor-
matics, Ireland, 2008.

• Invited talks:
EMMDS 2009, European Workshop on Challenges in Modern Massive Data Sets,
Copenhagen, Denmark July 1–4, 2009
4th IAPR International Conference in Pattern Recognition for Bioinformatics (PRIB
2009), special session on Machine learning in integrative genomics

• Keynote talk:
16th Scandinavian Conference on Image Analysis (SCIA), Oslo, Norway, 15.–18.6.
2009

Academician Teuvo Kohonen:

• Member of the committee, College of Fellows, International Neural Network Society,
INNS, USA, 2009.

• Plenary talk, ”On the quantization error in SOM vs. VQ: a critical and systematic
study” coauthored by I. Nieminen and T. Honkela, 7th International Workshop on
Self-Organizing Maps (WSOM 2009), St. Augustine, Florida, USA, June 8–10, 2009.

Professor Erkki Oja:

• Program Committee Member, NIPS, Vancouver, Canada, December 9-13, 2008.

• Governing Board Member, International Neural Network Society, INNS, USA, 2008.

• Member of the committee, College of Fellows, International Neural Network Society,
INNS, USA, 2009.

• Member of the Award Committee, IEEE Computational Intelligence Society, USA,
2008.

• Member of the Fellowship Committee, IEEE Computational Intelligence Society,
USA, 2009.

• Member of the IAPR, K.S. Fu Award Committee, USA, 2008.

• Evaluator of research program, Science Foundation Ireland, 2008.

• Editorial Board Member:
Natural Computing - An International Journal, The Netherlands.
Neural Computation, USA.
International Journal of Pattern Recognition and Artificial Intelligence, Singapore.

• Opponent at the doctoral dissertation of Andreas Brinch Nielsen, Technical Univer-
sity of Denmark (DTU), 2009.

• Issuing a statement for appointment to office of a professor:
Oxford University, Professorship in Information Engineering, U.K., 2008
University College Dublin, SFI Stokes Professorship in Computer Science and Infor-
matics, Ireland, 2008.
Katholieke Universiteit Leuven, Research Professor, Belgium, 2009.
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• Plenary talk in International Conference on Artificial Neural Networks (ICANN),
Limassol, Cyprus, September 15 – 18, 2009

Professor Olli Simula:

• Program Committee Member: International Conference on Artificial Neural Net-
works, ICANN 2008, Prague, Czech, September 3-6, 2008.

• Scientific Council Member, Institute Eurecom, France.

Dr. Antti Honkela:

• Program Committee Member, 4th IAPR International Conference on Pattern Recog-
nition in Bioinformatics, PRIB 2009, Sheffield, U.K., September 7-9, 2009.

Dr. Timo Honkela:

• Program Committee Member:
ICANN’08, 18th International Conference on Artificial Neural Networks, Prague,
Czech Republic, September 3-6, 2008.
IIP 2008, International Conference on Intelligent Information Processing, Lyon,
France, September 10-12, 2008.
ICANN 2009, International Conference on Artificial Neural Networks, Limassol,
Cyprus, September 14-17, 2009.

• Chair, International Federation on Information Processing (IFIP), WG12.1 (Knowl-
edge Representation and Reasoning), Austria.

• Representative of Finland, International Federation on Information Processing
(IFIP), TC12 (Artificial Intelligence), Austria.

• Member of Executive Board, ENNS, European Neural Networks Society, The Nether-
lands.

• Editorial Board Member, Constructivist Foundations, Austria.

• Evaluator, European Commission Information Society & Media DG, Belgium, 2009.

• Issuing a statement for appointment to office of a professor:
Lund University, Professor of Cognitive Science, Sweden, 2009.

• Opponent at the doctoral dissertation:
Basilio Calderone, Scuola Normale Superiore di Pisa, Italy, 2008.
Ling Feng, Technical University of Denmark, Denmark, 2008.
Innar Liiv, Tallinn University of Technology, Estonia, 2008.

• Keynote talk ”From quantification of information to quantification of meaning using
socio-cognitive computing” at the 2008 IAPR Workshop on Cognitive Information
Processing in June 2008.

• AERFAISS08 Summer School Tutorial, Bilbao, Spain, June 23-28, 2008.
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Dr. Arto Klami:

• Program Committee Member:
Learning from Multiple sources with applications to Robotics Workshop, Whistler,
Canada, December 13, 2009 (Workshop in connection with NIPS 2009).
Sixth International Symposium on Neural Networks (ISSN 2009), Wuhan, China,
May 25-29, 2009.

• Organizing Committee Member:
Mining and Learning with Graphs 2008 (MLG), Helsinki, Finland, July 4-5, 2008.
International Conference on Machine Learning (ICML), Helsinki, Finland, July 5-9,
2008.
Uncertainty in Artificial Intelligence (UAI), Helsinki, Finland, July 10-12, 2008.
Conference on Learning Theory (COLT), Helsinki, Finland, July 10-12, 2008.

Dr. Markus Koskela:

• Program Committee Member:
10th International Conference on Visual Information Systems, Salerno, Italy,
September 11-12, 2008.
19th International Conference on Pattern Recognition, Tampa, Florida, USA,
September 8-11, 2008.
TRECVID BBC Rushes Summarization Workshop at ACM Multimedia ’08 Vancou-
ver, British Columbia, Canada, Oct. 27- Nov. 1, 2008.
The 2009 IEEE Pacific-Rim Conference on Multimedia (IEEE-PCM2009), Bangkok,
Thailand, December 15-18, 2009.
16th Scandinavian Conference on Image Analysis 2009 (SCIA 2009), Oslo, Norway,
June 15-18, 2009.
15th International MultiMedia Modeling Conference (MMM 2009), Sophia Antipolis,
France, January 7-9, 2009.

Dr. Mikko Kurimo:

• Program Committee Member:
Morpho Challenge Workshop, Aarhus, Denmark, September 17, 2008.
Morpho Challenge Workshop 2009, Corfu, Greece, September 30, 2009.

• Editor, Advances in Multilingual and Multimodal Information Retrieval 8th Work-
shop of the Cross-Language Evaluation Forum, CLEF 2007, Budapest, Hungary,
September 19-21, 2007, Revised Selected Papers, Morpho Challenge, Hungary, 2008.

• Editor, Evaluating Systems for Multilingual and Multimodal Information Access, 9th
Workshop of the Cross-Language Evaluation Forum, CLEF 2008, Aarhus, Denmark,
September 17-19, 2008, Revised Selected Papers, Lecture Notes in Computer Science
Vol. 5706, 2009.

• Opponent at the doctoral dissertation of Ebru Arisoy, Bogazici University, Istanbul,
Turkey, 2009.

• Invited talks:
”Speech recognition and retrieval using unsupervised and adaptive sub-word LMs”
International Computer Science Institute, Berkeley, CA, USA, February 4, 2008
”Speech recognition and retrieval using unsupervised sub-word LMs” Google Inc.,
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Mountain View, CA, USA, February 8, 2008
”Speech recognition and retrieval using unsupervised sub-word language models”
Nokia Research Center, Palo Alto, CA, USA, February 13, 2008
”Large-vocabulary continuous speech recognition (LVCSR) of spontaneous speech”
Speech Reduction Workshop, Max Planc Institute, Nijmegen, Netherlands, June 16,
2008
”Status of large-vocabulary continuous speech recognition (LVCSR) in Finnish”
Finnish-Japanese speech technology seminar, Helsinki, Finland, August 7, 2008
”Unsupervised Morpheme Analysis Evaluation by a Comparison to a Linguistic Gold
Standard and IR Experiments” Morpho Challenge Workshop 2008, Aarhus, Den-
mark, August 17, 2008
”CLEF at Morpho Challenge 2008 - Unsupervised Morpheme Analysis” CLEF Work-
shop 2008, Aarhus, Denmark, August 18, 2008
”Decomposition of words for speech recognition, retrieval and translation”, Bogazici
University, Istanbul, Turkey, December 2009.
”Overview of Morpho Challenge task at CLEF 2009”, CLEF 2009 Workshop, Corfu,
Greece, September 2009.
”Unsupervised decomposition of words for speech recognition and retrieval”,
Keynote of International Conference Speech and Computer SPECOM 2009, St. Pe-
tersburg, Russia, June2009.

Dr. Jorma Laaksonen:

• Program Committee Member:
10th International Conference on Visual Information Systems, Salerno, Italy,
September 11-12, 2008.
The International Conference on Image Analysis and Recognition (ICIAR 2009),
Halifax, Canada, July 6-8, 2009.

• Secretary, IEEE Finland Section, IEEE Institute of Electrical and Electronics Engi-
neers, USA.

• Referee, Lithuanian State Science and Studies Foundation, Lithuania, 2009.

Dr. Amaury Lendasse:

• Guest Editor:
Neurocomputing, The Netherlands.
International Journal of Forecasting, UK.

• Opponent at the doctoral dissertation of Federico Montesino Pouzols, University of
Sevilla, Spain, 2009.

Dr. Jaakko Peltonen:

• Program Committee Member:
10th International Conference on Data Warehousing and Knowledge Discovery
(DaWaK 2008), Turin, Italy, Sept. 1-5, 2008.
Learning from Multiple Sources Workshop, Whistler, Canada, Dec. 13, 2008. (Work-
shop in connection with NIPS 2008).
Sixth International Symposium on Neural Networks (ISNN 2009), Wuhan, China,
May 25-29, 2009.
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• Program Committee Member and Session Chairman, Learning from Multiple Sources
with Applications to Robotics (Workshop in connection with NIPS 2009), Whistler,
Canada, December 12, 2009.

• Editorial Board Member, Neural Processing Letters, The Netherlands.

Dr. Tapani Raiko:

• Program and Organizing Committee Member, Mining and Learning with Graphs
(MLG 2008), Helsinki, Finland, July 4-5, 2008.

• Program Committee Member:
Scandinavian Conference on Artificial Intelligence (SCAI 2008), Stockholm, Sweden,
May 26-28, 2008.
7th International Workshop on Mining and Learning with Graphs, Leuven, Belgium,
2009.
Scandinavian Conference on Image Analysis, Oslo, Norway, June 15-18, 2009.

Dr. Kimmo Raivio:

• ICT Domain expert, COST (European Cooperation in Science and Technology),
Belgium.

Dr. Miki Sirola:

• Program Committee Member:
International Conference on Modelling, Identification and Control, Innsbruck, Aus-
tria, February 11-13, 2008.
International Conference on Modelling and Simulation, Quebec, Canada, May 26-28,
2008.
International Conference on Applied Simulation and Modelling, Corfu, Greece, June
23-25, 2008.
IEEE International Workshop on Intelligent Data Acquisition and Advanced Com-
puting Systems: Technology and Applications (IDAACS’2007), Rende, Italy,
September 21-23, 2009.
International Conference on Modelling and Simulation, Banff, Canada, July 6-8,
2009.
International Conference on Computational Intelligence, Honolulu, Hawaii, USA,
August 17-19, 2009.

Dr. Zhirong Yang:

• Program Committee Member, 16th International Conference on Neural Information
Processing, ICONIP 2009, Bangkok, Thailand, December 1-5, 2009.

M.Sc. Leo Lahti:

• Member of the COST/EUGESMA working group, U.K., 2009.
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Important domestic positions of trust held by personnel of the unit

Professor Samuel Kaski:

• Pre-examiner of a doctoral thesis:
Petri Kontkanen, University of Helsinki, 2009.
Ying Tang, University of Helsinki, 2009.

• Opponent at the doctoral dissertation of Reija Autio, Tampere University of Tech-
nology, 2008.

• Issuing a statement for appointment to office of a docent, University of Helsinki,
2009.

• Invited talks:
“Modeling, mining, and fusing gene expression,” FIMM & Biomedicum Medical
Bioinformatics Day, Helsinki, March 13, 2008.

“Fuusio, relaatio ja visualisaatio: uusilla työkaluilla relevanssia biodatasta,” Bioin-
formatiikan päivä, Bioinformatiikan seuran vuotoinen päätapahtuma, May 16, 2008.

“Tolkkua biodataan,” Suomalainen tiedeakatemia 100 vuotta: rajaton tieto-
jenkäsittelytiede -seminaari, September 8, 2008.

Professor Erkki Oja:

• Chairman, Research council for natural sciences and engineering, Academy of Fin-
land

• Member, Governing Board of the Academy of Finland

• Vice chairman, Finnish Academy of Sciences and Letters, group of Mathematics and
Computer Science

• Opponent at the doctoral dissertation of Timo Ahonen, University of Oulu, 2009.

Professor Olli Simula:

• Chairman, IEEE Computer Chapter, Finland.

• Program Committee Member: European Symposium on Time Series Prediction,
ESTSP 2008, Porvoo, Finland, Sept. 17-19, 2008.

• Opponent at the doctoral dissertation of Mikko Laurikkala, Tampere University of
Technology, 2009.

Dr. Timo Honkela:

• Program Committee Member:
AKRR’08, International and Interdisciplinary Conference on Adaptive Knowledge
Representation and Reasoning, Porvoo, Finland, Sept. 17-19, 2008.
ESTSP’08, European Symposium on Time Series Prediction, Porvoo, Finland,
September 17-19, 2008.
Tieteen päivät (Science Days), Helsinki, Finland, January 7-11, 2009.

• Editorial Board Member, Puhe ja kieli, Finland.
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• Editorial Board Member, Tieteessä tapahtuu, Finland, 2009.

• Editor, Timo Honkela, Mari-Sanna Paukkeri, Matti Pöllä, and Olli Simula, Eds.
Proceedings of AKRR’08, International and Interdisciplinary Conference on Adap-
tive Knowledge Representation and Reasoning. Helsinki University of Technology,
Espoo, Finland, 2008.

• Member of Steering Committee, Langnet - Finnish Graduate School in Language
Studies, Finland, 2009.

• Board Member, Hecse - Helsinki Graduate School in Computer Science and Engi-
neering, Finland, 2009.

• Opponent at the doctoral dissertation:
Antti Järvelin, University of Tampere.
Tapio Pahikkala, University of Turku.

• Panel discussion ”How evolution theory influenced and influences in different scien-
tific disciplines”, organized by the Federation of Finnish Learned Societies and the
Committee for Public Information, Turku, October 6, 2008.

• Invited talks:
”With our languages, with our minds: the deep structures of communication”, in
Communications seminar, organized by Finnish Association of Marketing Commu-
nication Agencies MTL, October 28, 2008.

”Linguistic string manipulation”, the annual symposium on string methods, Helsinki
University of Technology, January 8, 2009.

• Talk ”The co-evolution of man and machine”, in the Science Forum (Tieteen päivät),
University of Helsinki, January 10, 2009.

• Chairing the session ”Future of intelligence”, at the Science Forum (Tieteen päivät),
University of Helsinki, January 10, 2009.

• Chairing the seminar ”Interdisciplinarity in language research”, organized by the
Langnet graduate school, November 26-27, 2009.

Dr. Markus Koskela:

• Member of the board, Suomen hahmontunnistuksen seura ry, Pattern Recognition
Society of Finland, 2008.

• Vice President, Suomen hahmontunnistuksen seura ry, Pattern Recognition Society
of Finland, 2009.

Dr. Mikko Kurimo:

• Program Committee Member: EMIME FP7 August meeting, Espoo, Finland, Au-
gust 4-6, 2008.

• Opponent at the doctoral dissertation of Juha Yli-Sipilä, Tampere University of
Technology, 2008.
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• Invited talks:
”Computational models of speech recognition (and synthesis)” NeuroCafe, Neuro-
HUT & Finnish Graduate School of Neuroscience, Espoo, Finland, October 21, 2008

”Large-Vocabulary Speech Recognition and Information Retrieval” Hatutus Fall
Seminar 2008 - Pattern Recognition in Human-Technology Interaction, Tampere,
Finland, November 21, 2008

Dr. Jorma Laaksonen:

• Pre-examiner of a doctoral thesis, Jussi Lindgren, University of Helsinki, 2008.

• Opponent at the doctoral dissertation of Ville Ojansivu, University of Oulu, 2009.

• Invited talk: ”Research and teaching of digital image processing at TKK” in a joint
research meeting of Nokia Research Center, Nokia Devices and Finnish universities
in Tampere on February 5, 2008.

Dr. Jaakko Peltonen:

• Pre-examiner of a doctoral thesis, Jussi Kollin, University of Helsinki, 2009.

Dr. Tapani Raiko:

• Program and Organizing Committee Chairman: Suomen tekoälytutkimuksen päivät
(STeP 2008), Espoo, Finland, August 20, 2008.

• Chairman, Finnish Artificial Intelligence Society, Suomen Tekoälyseura, Finland,
2008.

• Vice Chairman, Finnish Artificial Intelligence Society, Suomen Tekoälyseura, Fin-
land, 2009.

Dr. Kimmo Raivio:

• Pre-examiner of a doctoral thesis:
Toni Huovinen, Tampere University of Technology, 2008.
Miika Rajala, Tampere University of Technology, 2009.

Dr. Ricardo Vigário:

• Chairman and Program Committee Member, AKRR’08, International and Interdis-
ciplinary Conference on Adaptive Knowledge Representation and Reasoning, Porvoo,
Finland, September 17-19, 2008.

• Issuing a statement for appointment to office of a docent, Tampere University of
Technology, Department of Signal Processing, 2008.

M.Sc. Leo Lahti:

• Board Member and PR-officer, Finnish Society for Bioinformatics.
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M.Sc. Tiina Lindh-Knuutila:

• Program Committee Member, Second International and Interdisciplinary Conference
on Adaptive Knowledge Representation and Reasoning, AKRR’08, Porvoo, Finland,
September 17-19, 2008.

M.Sc. Matti Pöllä:

• Program Committee Member, Second International and Interdisciplinary Confer-
erence on Adaptive Knowledge Representation and Reasoning, AKRR’08, Porvoo,
Finland, September 17-19, 2008.
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Research visits abroad by personnel of the unit

• Dr. Antti Honkela, University of Manchester, 2 months, 2009.

• Dr. Mikko Kurimo, SRI, Stanford Research Institute, USA, 2 months, 2008.

• Mikael Kuusela, CERN, Switzerland, 3 months, 2009.

• M.Sc. Tiina Lindh-Knuutila, International Computer Science Institute, UC Berke-
ley, USA, 6 months, 2009.

• Eric Malmi, CERN, Switzerland, 3 months, 2009.

• M.Sc. Yu Qi, University of Lille, France, 2 months, 2009.

• M.Sc. Mari-Sanna Paukkeri, University of Edinburgh, 6 months, 2009.

• M.Sc. Antti Sorjamaa, Universidad de Granada, Spain, 2 months, 2009.

• Dr. Ricardo Vigário, Grenoble Institute of Technology, France, 1 month, 2008.

• Dr. Zhirong Yang, Microsoft, Cambridge, U.K., 3 months, 2008.

• Dr. Zhirong Yang, Chinese University of Hong Kong, 4 months, 2009.

• M.Sc. Yoan Miche, Gipsa-Lab, INPG, Grenoble, France, 1 month, 2008.

• M.Sc. Nima Reyhani, University of California at Berkeley, USA, 11 months, 2008-
2009.
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Research visits by foreign researchers to the unit

• M.Sc. Bhattacharya Shourangshu, Indian Institute of Science, Bangalore, India, 4
months, 2008.

• M.Sc. Nils Gehlenborg, European Bioinformatics Institute, Cambridge, U.K., 2
months, 2008; 3 weeks, 2009.

• Ph.D. Gayle Leen, University of Paisley, U.K., from April 2008-.

• Ph.D. Sounak Chakraborty, Ass. Prof. University of Missouri-Columbia, USA, 2
months, 2008.

• M.Sc. Jose Vellez Caldas, INESC, Portugal, from January 2008-.

• M.Sc. Ali Faisal, University of Edinburgh, U.K., from August 2008-.

• M.Sc. Alba Martinetz-Ruiz, Universitat Politècnica de Catalunya, Spain, 3 months,
2008.

• M.Sc. Melih Kandemir, Bilkent University, Turkey, from August 2008-.

• Ph.D. Hasan Ogul, Baskent University, Turkey, 1 year, 2008-2009.

• M.Sc. Yusuf Yaslan, Istanbul Technical University, Turkey, 2 months, 2008.

• Ph.D. Alberto Guillen, University of Granada, Spain, 2 months, 2008.

• M.Sc. Federico Montesino Pouzols, University of Sevilla, Spain, 2 months, 2008.

• M.Sc. Fernando Mateo Jimenez, Polytechnic University of Valencia, Spain, 6
months, 2008.

• Ph.D. Hidekazu Yanagimoto, Osaka Prefecture University, Japan, 1 year, 2008-2009.

• M.Sc. Marcin Blachnik, Silesian University of Technology, Katowice, Poland, 1
month, 2008.

• M.Sc. Miguel Almeida, Technical University of Lisbon, Portugal, 2 years, 2008-2009.

• M.Sc. Helena Aidos, Technical University of Lisbon, Portugal, 2 years, 2008-2009.

• M.Sc. Ane Amaia Orue-Etxebarria Apellaniz, University of the Basque Country,
Spain, 11 months, 2008.

• M.Sc. Philip Prentis, Czech Technical University, Prague, Czechoslovakia, 2 weeks,
2008.

• M.Sc. Alberto Perez Garcia-Plaza, The Universidad Nacional de Educacion a Dis-
tancia (UNED), Spain, 3 months, 2009.

• Eugene Seo, Information and Communications University (ICU), South Korea, 6
months, 2009.

• M.Sc. Indre Zliobaite, Vilnius University, Lithuania, 3 months, 2009.

• Ph.D. Tanel Alumäe, Institute of Cybernetics at Tallinn University of Technology,
Estonia, from April 2009-.
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• M.Sc. Jort Gemmeke, Radboud University Nijmegen, The Netherlands, 2 months,
2009.

• Ph.D. Alex Leung, University of Leoben, Austria, 2 weeks, 2009.

• Ph.D. Zakria Hussain, University College London, U.K., 2 weeks, 2009.

• Ph.D. Federico Montesino Pouzols, University of Sevilla, Spain, 7 months, 2009.

• Prof. Eric Severin, University of Lille, France, 2 months, 2009.

• Prof. Concolacio Gil Montoya, Universidad de Almeria, Spain, 1 month, 2009.

• M.Sc. Mirtha Albanez-Lucero, CICIMAR, Instituto Politécnico Nacional, Mexico,
4 months, 2009.

• Ph.D. Koen van Leemput, Massachusetts General Hospital; Harvard Medical School,
USA, 11 months, 2009.

• Prof. James Ramsay, McGill University, Canada, 5 days, 2009.
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Other activities

Professor Erkki Oja:

• Interview on speech recognition, TV1 science program Prisma, September 8, 2009.

Dr. Mikko Kurimo:

• Talk titled ”Speech recognition and retrieval using sub-word language models”
http://www.youtube.com/watch?v=KEqJpIDwO2Y in Google Tech Talks on Febru-
ary 8, 2008.

Dr. Timo Honkela:

• Talk and chairing the seminar ”Golf research, development, design and business”,
Helsinki University of Technology, December 11, 2009.
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Learning from environmental data: methods for analysis of
forest nutrition time series

Mika Sulkava

Dissertation for the degree of Doctor of Science in Technology on 18 January 2008.

External examiners:
Sašo Džeroski (Jožef Stefan Institute, Ljubljana, Slovenia)
Alfredo Vellido (Universitat Politècnica de Catalunya,
Barcelona, Spain)
Opponent:
Thomas Martinez (University of Lübeck, Germany)

Abstract:
Data analysis methods play an important role in increasing our knowledge of the envi-
ronment as the amount of data measured from the environment increases. This thesis
fits under the scope of environmental informatics and environmental statistics. They are
fields, in which data analysis methods are developed and applied for the analysis of envi-
ronmental data.

The environmental data studied in this thesis are time series of nutrient concentration
measurements of pine and spruce needles. In addition, there are data of laboratory quality
and related environmental factors, such as the weather and atmospheric depositions.

The most important methods used for the analysis of the data are based on the self-
organizing map and linear regression models. First, a new clustering algorithm of the
self-organizing map is proposed. It is found to provide better results than two other
methods for clustering of the self-organizing map. The algorithm is used to divide the
nutrient concentration data into clusters, and the result is evaluated by environmental
scientists. Based on the clustering, the temporal development of the forest nutrition is
modeled and the effect of nitrogen and sulfur deposition on the foliar mineral composition
is assessed.

Second, regression models are used for studying how much environmental factors and
properties of the needles affect the changes in the nutrient concentrations of the needles
between their first and second year of existence. The aim is to build understandable models
with good prediction capabilities. Sparse regression models are found to outperform more
traditional regression models in this task.

Third, fusion of laboratory quality data from different sources is performed to estimate
the precisions of the analytical methods. Weighted regression models are used to quantify
how much the precision of observations can affect the time needed to detect a trend in
environmental time series. The results of power analysis show that improving the quality
may decrease the time needed for detection of the trend by many years.

The data analysis methods developed and applied in this thesis are found to produce
results which are understandable for the environmental scientists. They are, therefore,
useful for studying the condition of the environment and evaluating the possible causes
for changes in it.
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Stability and inference in discrete diffusion scale-spaces

Ramunas Girdziusas

Dissertation for the degree of Doctor of Science in Technology on 29 February 2008.

External examiners:
Samuli Siltanen (Tampere University of Technology)
Keijo Ruotsalainen (University of Oulu)
Opponents:
Samuli Siltanen (Tampere University of Technology)
Atanas Gotchev (Tampere University of Technology)

Abstract:
Taking averages of observations is the most basic method to make inferences in the presence
of uncertainty. In late 1980’s, this simple idea has been extended to the principle of
successively average less where the change is faster, and applied to the problem of revealing
a signal with jump discontinuities in additive noise.

Successive averaging results in a family of signals with progressively decreasing amount
of details, which is called the scale-space and further conveniently formalized by viewing
it as a solution to a certain diffusion-inspired evolutionary partial differential equation
(PDE). Such a model is known as the diffusion scale-space and it possesses two long-
standing problems: (i) model analysis which aims at establishing stability and guarantees
that averaging does not distort important information, and (ii) model selection, such as
identification of the optimal scale (diffusion stopping time) given an initial noisy signal
and an incomplete model.

This thesis studies both problems in the discrete space and time. Such a setting has
been strongly advocated by Lindeberg [1991] and Weickert [1996] among others. The
focus of the model analysis part is on necessary and sufficient conditions which guarantee
that a discrete diffusion possesses the scale-space property in the sense of sign variation
diminishing. Connections with the total variation diminishing and the open problem in a
multivariate case are discussed too.

Considering the model selection, the thesis unifies two optimal diffusion stopping prin-
ciples: (i) the time when the Shannon entropy-based Liapunov function of Sporring and
Weickert [1999] reaches its steady state, and (ii) the time when the diffusion outcome has
the least correlation with the noise estimate, contributed by Mrázek and Navara [2003].
Both ideas are shown to be particular cases of the marginal likelihood inference. More-
over, the suggested formalism provides first principles behind such criteria, and removes
a variety of inconsistencies. It is suggested that the outcome of the diffusion should be in-
terpreted as a certain expectation conditioned on the initial signal of observations instead
of being treated as a random sample or probabilities. This removes the need to normal-
ize signals in the approach of Sporring and Weickert [1999], and it also better justifies
application of the correlation criterion of Mrázek and Navara [2003].

Throughout this work, the emphasis is given on methods that enable to reduce the
problem to that of establishing the positivity of a quadratic form. The necessary and
sufficient conditions can then be approached via positivity of matrix minors. A supple-
mentary appendix is provided which summarizes a novel method of evaluating matrix
minors. Intuitive examples of difficulties with statistical inference conclude the thesis.
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Ari Hämäläinen (Nokia Research Center)
Opponent:
Tapani Ristaniemi (University of Jyväskylä)

Abstract:
Modern cellular networks including GSM/GPRS and UMTS networks offer faster and more
versatile communication services for the network subscribers. As a result, it becomes more
and more challenging for the cellular network operators to enhance the usage of available
radio resources in order to meet the expectations of the customers.

Cellular networks collect vast amounts of measurement information that can be used
to monitor and analyze the network performance as well as the quality of service. In
this thesis, the application of various data-analysis methods for the processing of the
available measurement information is studied in order to provide more efficient methods
for performance optimization.

In this thesis, expert-based methods have been presented for the monitoring and anal-
ysis of multivariate cellular network performance data. These methods allow the analysis
of performance bottlenecks having an effect in multiple performance indicators.

In addition, methods for more advanced failure diagnosis have been presented aiming
in identification of the causes of the performance bottlenecks. This is important in the
analysis of failures having effect on multiple performance indicators in several network
elements.

Finally, the use of measurement information in selection of most useful optimization
action have been studied. In order to obtain good network performance efficiently, the
expected performance of the alternative optimization actions must be possible to evaluate.
In this thesis, methods to combine measurement information and application domain
models are presented in order to build predictive regression models that can be used to
select the optimization actions providing the best network performance.
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Abstract:
Bayesian inference is a theoretically well-founded and conceptually simple approach to data
analysis. The computations in practical problems are anything but simple though, and
thus approximations are almost always a necessity. The topic of this thesis is approximate
Bayesian inference and its applications in three intertwined problem domains.

Variational Bayesian learning is one type of approximate inference. Its main advantage
is its computational efficiency compared to the much applied sampling based methods. Its
main disadvantage, on the other hand, is the large amount of analytical work required to
derive the necessary components for the algorithm. One part of this thesis reports on an
effort to automate variational Bayesian learning of a certain class of models.

The second part of the thesis is concerned with heteroscedastic modelling which is
synonymous to variance modelling. Heteroscedastic models are particularly suitable for
the Bayesian treatment as many of the traditional estimation methods do not produce
satisfactory results for them. In the thesis, variance models and algorithms for estimating
them are studied in two different contexts: in source separation and in regression.

Astronomical applications constitute the third part of the thesis. Two problems are
posed. One is concerned with the separation of stellar subpopulation spectra from observed
galaxy spectra; the other is concerned with estimating the time-delays in gravitational
lensing. Solutions to both of these problems are presented, which heavily rely on the
machinery of approximate inference.
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Abstract:
Data analysis means applying computational models to analyzing large collections of data,
such as video signals, text collections, or measurements of gene activities in human cells.
Unsupervised or exploratory data analysis refers to a subtask of data analysis, in which the
goal is to find novel knowledge based on only the data. A central challenge in unsupervised
data analysis is separating relevant and irrelevant information from each other. In this
thesis, novel solutions to focusing on more relevant findings are presented.

Measurement noise is one source of irrelevant information. If we have several mea-
surements of the same objects, the noise can be suppressed by averaging over the mea-
surements. Simple averaging is, however, only possible when the measurements share a
common representation. In this thesis, we show how irrelevant information can be sup-
pressed or ignored also in cases where the measurements come from different kinds of
sensors or sources, such as video and audio recordings of the same scene.

For combining the measurements, we use mutual dependencies between them. Mea-
sures of dependency, such as mutual information, characterize commonalities between two
sets of measurements. Two measurements can hence be combined to reduce irrelevant
variation by finding new representations for the objects so that the representations are
maximally dependent. The combination is optimal, given the assumption that what is in
common between the measurements is more relevant than information specific to any one
of the sources.

Several practical models for the task are introduced. In particular, novel Bayesian
generative models, including a Bayesian version of the classical method of canonical cor-
relation analysis, are given. Bayesian modeling is especially justified approach to learning
from small data sets. Hence, generative models can be used to extract dependencies in
a more reliable manner in, for example, medical applications, where obtaining a large
number of samples is difficult. Also, novel non-Bayesian models are presented: Dependent
component analysis finds linear projections which capture more general dependencies than
earlier methods.

Mutual dependencies can also be used for supervising traditional unsupervised learning
methods. The learning metrics principle describes how a new distance metric focusing on
relevant information can be derived based on the dependency between the measurements
and a supervising signal. In this thesis, the approximations and optimization methods
required for using the learning metrics principle are improved.
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Abstract:
The amount of digital images is growing drastically and advanced tools for searching
in large image collections are therefore becoming urgently needed. Content-based im-
age retrieval is advantageous for such a task in terms of automatic feature extraction
and indexing without human labor and subjectivity in image annotations. The seman-
tic gap between high-level semantics and low-level visual features can be reduced by the
relevance feedback technique. However, most existing interactive content-based image re-
trieval (ICBIR) systems require a substantial amount of human evaluation labor, which
leads to the evaluation fatigue problem that heavily restricts the application of ICBIR.

In this thesis a solution based on discriminative learning is presented. It extends an
existing ICBIR system, PicSOM, towards practical applications. The enhanced ICBIR
system allows users to input partial relevance which includes not only relevance extent
but also relevance reason. A multi-phase retrieval with partial relevance can adapt to the
user’s searching intention in a from-coarse-to-fine manner.

The retrieval performance can be improved by employing supervised learning as a
preprocessing step before unsupervised content-based indexing. In this work, Parzen Dis-
criminant Analysis (PDA) is proposed to extract discriminative components from images.
PDA regularizes the Informative Discriminant Analysis (IDA) objective with a greatly ac-
celerated optimization algorithm. Moreover, discriminative Self-Organizing Maps trained
with resulting features can easily handle fuzzy categorizations.

The proposed techniques have been applied to interactive facial image retrieval. Both
a query example and a benchmark simulation study are presented, which indicate that
the first image depicting the target subject can be retrieved in a small number of rounds.
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Abstract:
Statistical inference forms the backbone of modern science. It is often viewed as giving
an objective validation for hypotheses or models. Perhaps for this reason the theory of
statistical inference is often derived with the assumption that the ”truth” is within the
model family. However, in many real-world applications the applied statistical models are
incorrect. A more appropriate probabilistic model may be computationally too complex,
or the problem to be modelled may be so new that there is little prior information to be
incorporated. However, in statistical theory the theoretical and practical implications of
the incorrectness of the model family are to a large extent unexplored.

This thesis focusses on conditional statistical inference, that is, modeling of classes of
future observations given observed data, under the assumption that the model is incor-
rect. Conditional inference or prediction is one of the main application areas of statistical
models which is still lacking a conclusive theoretical justification of Bayesian inference.
The main result of the thesis is an axiomatic derivation where, given an incorrect model
and assuming that the utility is conditional likelihood, a discriminative posterior yields
a distribution on model parameters which best agrees with the utility. The devised dis-
criminative posterior outperforms the classical Bayesian joint likelihood-based approach
in conditional inference. Additionally, a theoretically justified expectation maximization-
type algorithm is presented for obtaining conditional maximum likelihood point estimates
for conditional inference tasks. The convergence of the algorithm is shown to be more
stable than in earlier partly heuristic variants.

The practical application field of the thesis is inference of relevance from eye movement
signals in an information retrieval setup. It is shown that relevance can be predicted to
some extent, and that this information can be exploited in a new kind of task, proactive
information retrieval. Besides making it possible to design new kinds of engineering appli-
cations, statistical modeling of eye tracking data can also be applied in basic psychological
research to make hypotheses of cognitive processes affecting eye movements, which is the
second application area of the thesis.
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Abstract:
Large data sets are collected and analyzed in a variety of research problems. Modern
computers allow to measure ever increasing numbers of samples and variables. Auto-
mated methods are required for the analysis, since traditional manual approaches are
impractical due to the growing amount of data. In the present thesis, numerous compu-
tational methods that are based on observed data with subject to modelling assumptions
are presented for producing useful knowledge from the data generating system.

Input variable selection methods in both linear and nonlinear function approximation
problems are proposed. Variable selection has gained more and more attention in many
applications, because it assists in interpretation of the underlying phenomenon. The
selected variables highlight the most relevant characteristics of the problem. In addition,
the rejection of irrelevant inputs may reduce the training time and improve the prediction
accuracy of the model.

Linear models play an important role in data analysis, since they are computationally
efficient and they form the basis for many more complicated models. In this work, the
estimation of several response variables simultaneously using the linear combinations of the
same subset of inputs is especially considered. Input selection methods that are originally
designed for a single response variable are extended to the case of multiple responses. The
assumption of linearity is not, however, adequate in all problems. Hence, artificial neural
networks are applied in the modeling of unknown nonlinear dependencies between the
inputs and the response.

The first set of methods includes efficient stepwise selection strategies that assess use-
fulness of the inputs in the model. Alternatively, the problem of input selection is for-
mulated as an optimization problem. An objective function is minimized with respect
to sparsity constraints that encourage selection of the inputs. The trade-off between the
prediction accuracy and the number of input variables is adjusted by continuous-valued
sparsity parameters.

Results from extensive experiments on both simulated functions and real benchmark
data sets are reported. In comparisons with existing variable selection strategies, the
proposed methods typically improve the results either by reducing the prediction error or
decreasing the number of selected inputs or with respect to both of the previous criteria.
The constructed sparse models are also found to produce more accurate predictions than
the models including all the input variables.
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Abstract:
A fundamental problem in machine learning research, as well as in many other disciplines,
is finding a suitable representation of multivariate data, i.e. random vectors. For reasons
of computational and conceptual simplicity, the representation is often sought as a linear
transformation of the original data. In other words, each component of the representation
is a linear combination of the original variables. Well-known linear transformation methods
include principal component analysis (PCA), factor analysis, and projection pursuit. In
this thesis, we consider two popular and widely used techniques: independent component
analysis (ICA) and nonnegative matrix factorization (NMF).

ICA is a statistical method in which the goal is to find a linear representation of
nongaussian data so that the components are statistically independent, or as independent
as possible. Such a representation seems to capture the essential structure of the data in
many applications, including feature extraction and signal separation. Starting from ICA,
several methods of estimating the latent structure in different problem settings are derived
and presented in this thesis. FastICA as one of most efficient and popular ICA algorithms
has been reviewed and discussed. Its local and global convergence and statistical behavior
have been further studied. A nonnegative FastICA algorithm is also given in this thesis.

Nonnegative matrix factorization is a recently developed technique for finding parts-
based, linear representations of non-negative data. It is a method for dimensionality reduc-
tion that respects the nonnegativity of the input data while constructing a low-dimensional
approximation. The non-negativity constraints make the representation purely additive
(allowing no subtractions), in contrast to many other linear representations such as prin-
cipal component analysis and independent component analysis. A literature survey of
Nonnegative matrix factorization is given in this thesis, and a novel method called Pro-
jective Nonnegative matrix factorization (P-NMF) and its applications are provided.
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Abstract:
Automatic speech recognition systems are devices or computer programs that convert
human speech into text or make actions based on what is said to the system. Typical
applications include dictation, automatic transcription of large audio or video databases,
speech-controlled user interfaces, and automated telephone services, for example. If the
recognition system is not limited to a certain topic and vocabulary, covering the words
in the target languages as well as possible while maintaining a high recognition accuracy
becomes an issue.

The conventional way to model the target language, especially in English recognition
systems, is to limit the recognition to the most common words of the language. A vocab-
ulary of 60 000 words is usually enough to cover the language adequately for arbitrary
topics. On the other hand, in morphologically rich languages, such as Finnish, Estonian
and Turkish, long words can be formed by inflecting and compounding, which makes it
difficult to cover the language adequately by vocabulary-based approaches.

This thesis deals with methods that can be used to build efficient speech recognition
systems for morphologically rich languages. Before training the statistical n-gram lan-
guage models on a large text corpus, the words in the corpus are automatically segmented
into smaller fragments, referred to as morphs. The morphs are then used as modelling
units of the n-gram models instead of whole words. This makes it possible to train the
model on the whole text corpus without limiting the vocabulary and enables the model to
create even unseen words by joining morphs together. Since the segmentation algorithm
is unsupervised and data-driven, it can be readily used for many languages.

Speech recognition experiments are made on various Finnish recognition tasks and
some of the experiments are also repeated on an Estonian task. It is shown that the
morph-based language models reduce recognition errors when compared to word-based
models. It seems to be important, however, that the n-gram models are allowed to use
long morph contexts, especially if the morphs used by the model are short. This can be
achieved by using growing and pruning algorithms to train variable-length n-gram models.
The thesis also presents data structures that can be used for representing the variable-
length n-gram models efficiently in recognition systems.

By analysing the recognition errors made by Finnish recognition systems it is found
out that speaker adaptive training and discriminative training methods help to reduce
errors in different situations. The errors are also analysed according to word frequencies
and manually defined error classes.
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Chapter 1

Introduction

The Centre of Excellence called the Adaptive Informatics Research Centre (AIRC) started
in January 2006 in the Laboratory of Computer and Information Science at Helsinki
University of Technology. It followed the tradition of the Neural Networks Research Centre
(NNRC), operative from 1994 to 2005, also under the national Centre of Excellence status.

The core function and strength of our research centre is the ability to analyze and
process extensive data sets coming from a number of application fields using our own
innovative and generic methods. Our research has concentrated on neurocomputing and
statistical machine learning algorithms, with a number of applications. In the algorithmic
research, we have attained a world class status especially in such unsupervised machine
learning methods as the Self-Organizing Map and Independent Component Analysis.

Building on this solid methodological foundation, we have started to apply the knowl-
edge, expertise and tools to advance knowledge in other domains and disciplines. In the
AIRC, we take a goal-oriented, ambitious, and interdisciplinary approach in targeting at
the adaptive informatics problem. By adaptive informatics we mean a field of research
where automated learning algorithms are used to discover the relevant informative con-
cepts, components, and their mutual relations from large amounts of data. Access to the
ever-increasing amounts of available data and its transformation to forms intelligible for
the human user is one of the grand challenges in the near future.

The AIRC Centre of Excellence focuses on several adaptive informatics problems. One
is the efficient retrieval and processing techniques for text, digital audio and video, and
numerical data such as biological and medical measurements, which will create valuable
information sources. Another problem area are advanced multimodal natural interfaces.
We are building systems that process multimodal contextual information including spoken
and written language, images, videos, and explicit and implicit user feedback. Automated
semantic processing of such information will facilitate cost-effective knowledge acquisition
and knowledge translation without the need to build the descriptions manually. Yet an-
other problem, which we approach together with experts in brain science and molecular
biology, is to develop and apply our algorithmic methods to problems in neuroinformatics
and bioinformatics.

The Adaptive Informatics methodology that we focus on is to build empirical models of
the data by using automated machine learning techniques, in order to make the information
usable. The deep expertise on the algorithmic methods, gained over the years, is used to
build realistic solutions, starting from the problem requirements. The application domains
have been chosen because of our acquired knowledge in some of their core problems,
because of their strategic importance in the near future, and because of their mutual
interrelations. The algorithms are based on our own core expertise. Future research will
continue to be novel, innovative, as well as inter- and multi-disciplinary, with a specific
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focus on shared research activities that will have a significant societal impact.
The AIRC Centre of Excellence consists of five interrelated research groups: Algo-

rithms and Methods, Bioinformatics and Neuroinformatics, Multimodal Interfaces, Com-
putational Cognitive Systems, and Adaptive Informatics Applications (see Figure 1).

Erkki Oja (Director)
Samuel Kaski (Vice Director)

Internal Steering Group
(Senior researchers, post−docs)

International 
Advisory Board

Steering Group
(Academy of Finland,

Tekes, HUT)

Algorithms

and Methods

group

Bioinformatics

and

Neuroinformatics

group

Multimodal

Interfaces

group

Computational

Cognitive

Systems

group

Adaptive

Informatics

Applications

group

Centre of Excel lence in Adaptive Informatics Research

Figure 1.1: The organization of the AIRC Centre of Excellence

The Algorithms and Methods group conducts basic algorithmic research in adaptive
informatics that relies heavily on computer science, mathematics and statistics, and is
partly motivated by the research problems of other groups. In contrast, the groups of
Bioinformatics and Neuroinformatics, Multimodal Interfaces and Computational Cogni-
tive Systems form an interdisciplinary research network with shared research interests
in life and human sciences. The group of Adaptive Informatics Applications brings the
research results into practice together with collaborating enterprises. This inter- and
multi-disciplinary diversity facilitates a rich exchange of ideas, knowledge and expertise
both within and between research groups. The ideas generated in one research group spark
innovative ideas and research methods in other groups. This ability to pool knowledge and
resources between groups reduces duplication, saves time, and generates more powerful
research methods and results. Altogether, it makes the Centre of Excellence a coherent
whole.

Each group has a wide range of national and international collaborators both in
Academia and industry. Researcher training, graduate studies, and promotion of creative
research is strongly emphasized, following the successful existing traditions.

The present Biennial Report 2008 - 2009 details the individual research projects
of the five groups during the middle two years of the six-year period of the AIRC.
Additional information including demos etc. is available from our Web pages,
www.cis.hut.fi/research.
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2.1 Bayesian modeling and variational learning

Unsupervised learning methods are often based on a generative approach where the goal
is to find a latent variable model which explains how the observations were generated. It
is assumed that there exist certain latent variables (also called in different contexts source
signals, factors, or hidden variables) which have generated the observed data through an
unknown mapping. The goal of generative learning is to identify both the latent variables
and the unknown generative mapping.

The success of a specific model depends on how well it captures the structure of the
phenomena underlying the observations. Various linear models have been popular, be-
cause their mathematical treatment is fairly easy. However, in many realistic cases the
observations have been generated by a nonlinear process. Unsupervised learning of a
nonlinear model is a challenging task, because it is typically computationally much more
demanding than for linear models, and flexible models require strong regularization for
avoiding overfitting.

In Bayesian data analysis and estimation methods, all the uncertain quantities are
modeled in terms of their joint probability distribution. The key principle is to construct
the joint posterior distribution for all the unknown quantities in a model, given the data
sample. This posterior distribution contains all the relevant information on the parameters
to be estimated in parametric models, or the predictions in non-parametric prediction or
classification tasks [1, 2].

Denote by H the particular model under consideration, and by θ the set of model
parameters that we wish to infer from a given data set X. The posterior probability
density p(θ|X,H) of the parameters given the data X and the model H can be computed
from the Bayes’ rule

p(θ|X,H) =
p(X|θ,H)p(θ|H)

p(X|H)
(2.1)

Here p(X|θ,H) is the likelihood of the parameters θ, p(θ|H) is the prior pdf of the pa-
rameters, and p(X|H) is a normalizing constant. The term H denotes all the assumptions
made in defining the model, such as the choice of a particular model class and structure,
specific noise model, etc.

The parameters θ of a particular model Hi are often estimated by seeking the peak
value of a probability distribution. The non-Bayesian maximum likelihood (ML) method
uses to this end the distribution p(X|θ,H) of the data, and the Bayesian maximum a pos-
teriori (MAP) method finds the parameter values that maximize the posterior probability
density p(θ|X,H). However, using point estimates provided by the ML or MAP methods
is often problematic, because the model order estimation and overfitting (choosing too
complicated a model for the given data) are severe problems [1, 2].

Instead of searching for some point estimates, the correct Bayesian procedure is to
use all possible models to evaluate predictions and weight them by the respective pos-
terior probabilities of the models. This means that the predictions will be sensitive to
regions where the probability mass is large instead of being sensitive to high values of the
probability density [3, 2]. This procedure optimally solves the issues related to the model
complexity and choice of a specific model Hi among several candidates. In practice, how-
ever, the differences between the probabilities of candidate model structures are often very
large, and hence it is sufficient to select the most probable model and use the estimates
or predictions given by it.

A problem with fully Bayesian estimation is that the posterior distribution (2.1) has a
highly complicated form except for in the simplest problems. Therefore it is too difficult
to handle exactly, and some approximative method must be used. Variational methods
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form a class of approximations where the exact posterior is approximated with a simpler
distribution [4, 2]. In a method commonly known as Variational Bayes (VB) [1, 3, 2] the
misfit of the approximation is measured by the Kullback-Leibler (KL) divergence between
two probability distributions q(v) and p(v). The KL divergence is defined by

D(q ‖ p) =
∫

q(v) ln
q(v)
p(v)

dv (2.2)

which measures the difference in the probability mass between the densities q(v) and p(v).
A key idea in the VB method is to minimize the misfit between the actual posterior pdf

and its parametric approximation using the KL divergence. The approximating density is
often taken a diagonal multivariate Gaussian density, because the computations become
then tractable. Even this crude approximation is adequate for finding the region where
the mass of the actual posterior density is concentrated. The mean values of the Gaussian
approximation provide reasonably good point estimates of the unknown parameters, and
the respective variances measure the reliability of these estimates.

A main motivation of using VB is that it avoids overfitting which would be a difficult
problem if ML or MAP estimates were used. VB method allows one to select a model
having appropriate complexity, making often possible to infer the correct number of la-
tent variables or sources. It has provided good estimation results in the very difficult
unsupervised (blind) learning problems that we have considered.

Variational Bayes is closely related to information theoretic approaches which minimize
the description length of the data, because the description length is defined to be the
negative logarithm of the probability. Minimal description length thus means maximal
probability. In the probabilistic framework, we try to find the latent variables or sources
and the nonlinear mapping which most probably correspond to the observed data. In
the information theoretic framework, this corresponds to finding the latent variables or
sources and the mapping that can generate the observed data and have the minimum
total complexity. This information theoretic view also provides insights to many aspects
of learning and helps to explain several common problems [5].

In the following subsections, we first discuss a natural conjugate gradient algorithm
which speeds up learning remarkably compared with compared alternative popular al-
gorithms. After this we consider variational Bayesian learning of nonlinear state-space
models, which are applied to model predictive control. This is followed by extensions
of probabilistic principal component analysis (PCA) to binary PCA, missing values and
achieving robustness in the presence of outliers. We then consider time series modeling
in bioinformatics to learn gene regulatory relationships from time series expression data,
as well as climate data analysis using Gaussian processes. We have also applied Bayesian
methods to the astronomical data analysis problem of estimating time delays in gravi-
tational lensing, as well as to medical image computing, focusing there on model-based
segmentation and registration of magnetic resonance images of the brain. In most of these
topics, we used variational approximations.
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2.2 Algorithmic improvements for variational inference

Natural conjugate gradient

Variational methods for approximate inference in machine learning often adapt a paramet-
ric probability distribution to optimize a given objective function. This view is especially
useful when applying variational Bayes (VB) to models outside the conjugate-exponential
family. For them, variational Bayesian expectation maximization (VB EM) algorithms
are not easily available, and gradient-based methods are often used as alternatives.

In previous machine learning algorithms based on natural gradients [6], the aim has
been to use maximum likelihood to directly update the model parameters θ taking into
account the geometry imposed by the predictive distribution for data p(X|θ). The re-
sulting geometry is often very complicated as the effects of different parameters cannot be
separated and the Fisher information matrix is relatively dense.

Recently, in [7], we propose using natural gradients for free energy minimisation in
variational Bayesian learning using the simpler geometry of the approximating distribu-
tions q(θ|ξ). Because the approximations are often chosen to minimize dependencies
between different parameters θ, the resulting Fisher information matrix with respect to
the variational parameters ξ will be mostly diagonal and hence easy to invert.

While taking into account the structure of the approximation, plain natural gradient in
this case ignores the structure of the model and the global geometry of the parameters θ.
This can be addressed by using conjugate gradients. Combining the natural gradient search
direction with a conjugate gradient method yields our proposed natural conjugate gradient
(NCG) method, which can also be seen as an approximation to the fully Riemannian
conjugate gradient method.

The NCG algorithm was compared against conjugate gradient (CG) and natural gra-
dient (NG) algorithms in learning a nonlinear state-space model [8]. The results for a
number of datasets ranging from 200 to 500 samples of 21 dimensional speech spectro-
grams can be seen in Figure 2.1. The plain CG and NG methods were clearly slower than
others and the maximum runtime of 24 hours was reached by most CG and some NG runs.
NCG was clearly the fastest algorithm with the older heuristic method of [8] between these
extremes. The results with a larger data set are very similar with NCG outperforming all
alternatives by a factor of more than 10.

The experiments in [7] show that the natural conjugate gradient method outperforms
both conjugate gradient and natural gradient methods by a large margin. Considering
univariate Gaussian distributions, the regular gradient is too strong for model variables
with small posterior variance and too weak for variables with large posterior variance.
The posterior variance of latent variables is often much larger than the posterior variance
of model parameters and the natural gradient takes this into account in a very natural
manner.

Transformation of latent variables

Variational methods have been used for learning linear latent variable models in which
observed data vectors x(t) are modeled as linear combination of latent variables s(t):

x(t) = As(t) + µ + n(t), t = 1, . . . , N. (2.3)

The latent variables are assigned some prior distributions, such as zero-mean Gaussian
priors with uncorrelated components in the basic factor analysis model. When VB learning
is used, the true posterior probability density function (pdf) of the unknown variables is
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Figure 2.1: Convergence speed of the natural conjugate gradient (NCG), the natural
gradient (NG) and the conjugate gradient (CG) methods as well as the heuristic algorithm
(Old) with different data sizes. The lines show median times with 25 % and 75 % quantiles
shown by the smaller marks. The times were limited to at most 24 hours, which was
reached by a number of simulations.

approximated using a tractable pdf factorized as follows:

p (µ,A, s(1), ..., s(N) | {x(t)}) ≈ q(µ)q(A)q(s(1)) . . . q(s(N)) .

This form of the posterior approximation q ignores the strong correlations present between
the variables, which often causes slow convergence of VB learning.

Parameter-expanded VB (PX-VB) methods were recently proposed to address the slow
convergence problem [9]. The general idea is to use auxiliary parameters in the original
model to reduce the effect of strong couplings between different variables. The auxiliary
parameters are optimized during learning, which corresponds to joint optimization of
different components of the variational approximation of the true posterior. In this way
strong functional couplings between the components are reduced and faster convergence
is facilitated. One of the main challenges for applying the PX-VB methodology is to use
proper reparameterization of the original model.

In our recent conference paper [10], we present a similar idea in the context of VB
learning of factor analysis models. There we use auxiliary parameters b and R which
translate and rotate the latent variables:

s(t)← s(t)− b µ← µ + Ab

s(t)← Rs(t) A← AR−1 .

The optimal parameters b and R which minimize the misfit between the posterior pdf
and its approximation can then be computed analytically. This corresponds to joint op-
timization of factors q(s(t)). In our paper, we show that the proposed transformations
essentially perform centering and whitening of the hidden factors taking into account their
posterior uncertainties.

We tested the effect of the proposed transformations by applying the VB PCA model to
an artificial dataset consisting of N = 200 samples of normally distributed 50-dimensional
vectors x(t). Figure 2.2 shows the minimized VB cost and the root mean squared error
(RMSE) computed on the training and test sets during learning. The curves indicate that
the method first overfits providing a solution with an unreasonably small RMSE. Later,
learning proceeds toward a better solution yielding smaller test RMSE. Note that using
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Figure 2.2: Convergence of VB PCA tested on artificial data. The dotted and solid curves
represent the results with and without the proposed transformations, respectively.

the proposed transformations reduced the overfitting effect at the beginning of learning,
which led to faster convergence to the optimal solution.
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2.3 Nonlinear state-space models for model-predictive con-
trol

In many cases, measurements originate from a dynamical system and form a time series.
In such instances, it is often useful to model the dynamics in addition to the instan-
taneous observations. We have used rather general nonlinear models for both the data
(observations) and dynamics of the sources (latent variables) [8]. This results in a state-
space model where the sources can be interpreted as the internal state of the underlying
generative process.

The general form of our nonlinear model for the generative mapping from the source
(latent variable) vector s(t) to the data (observation) vector x(t) at time t is

x(t) = f(s(t),θf ) + n(t) . (2.4)

The dynamics of the sources can be modelled by another nonlinear mapping, which leads
to a source model [8]

s(t) = g(s(t− 1),θg) + m(t) , (2.5)

where s(t) are the sources (states) at time t, m is the Gaussian noise, and g(·) is a vector
containing as its elements the nonlinear functions modelling the dynamics.

The nonlinear functions are modelled by MLP networks. Since the states in dynamical
systems are often slowly changing, the MLP network for mapping g models the change in
the value of the source:

g(s(t− 1)) = s(t− 1) + D tanh[Cs(t− 1) + c] + d . (2.6)

The dynamic mapping g is thus parameterized by the matrices C and D and bias vectors
c and d.

Estimation of the arising state-space model is rather involved, and it is discussed in de-
tail in our earlier paper [8]. An important advantage of the proposed nonlinear state-space
method (NSSM) is its ability to learn a high-dimensional latent source space. We have also
reasonably solved computational and over-fitting problems which have been major obsta-
cles in developing this kind of unsupervised methods thus far. Potential applications for
our method include prediction and process monitoring, control and identification. MAT-
LAB software package is available under the name nonlinear dynamical factor analysis on
the home page of our Bayes group [11].

F

y

p

Figure 2.3: Left: The cart-pole system. The goal is to swing the pole to an upward
position and stabilize it without hitting the walls. The cart can be controlled by applying
a force to it. Top left: The pole is successfully swinged up by moving first to the left
and then right. Bottom right: Our controller works quite reliably even in the presence of
serious observation noise.
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Figure 2.4: Optimistic inference control is a novel way of doing model predictive control,
where we assume that the goal state has been reached after some window of uncertainty.
The hidden states, observations and control signals are inferred using Bayesian inference
methods. This approach bridges the gap between model-predictive control and Bayesian
inference and thus algorithic developments on one side can be applied on the other side.
The inferred observations and control signals are plotted with confidence intervals. The
current time is t0 = 0 and after time t0 + Tc = 40, the observation x(t) is assumed to be
at the desired level r(t).

In [15], we studied such a system combining variational Bayesian learning of an un-
known dynamical system with nonlinear model-predictive control. For being able to con-
trol the dynamical system, control inputs are added to the nonlinear state-space model
as part of the hidden state. Then we can use stochastic nonlinear model-predictive con-
trol, which is based on optimising control signals based on maximising a utility function.
Figure 2.3 shows a simulation with an alternative method for model-predictive control.

The results with a simulated cart-pole swing-up task confirm that selecting actions
based on a state-space model instead of the observation directly has many benefits: First,
it is more resistant to noise because it implicitly involves filtering. Second, the observations
(without history) do not always carry enough information about the system state. Third,
when nonlinear dynamics are modelled by a function approximator such as an multilayer
perceptron network, a state-space model can find such a representation of the state that
it is more suitable for the approximation and thus more predictable.
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2.4 Extensions of probabilistic PCA

PCA of large-scale datasets with many missing values

Principal component analysis (PCA) is a classical data analysis technique. Some algo-
rithms for PCA scale better than others to problems with high dimensionality. They also
differ in the ability to handle missing values in the data. In our recent papers [16, 17],
a case is studied where the data are high-dimensional and a majority of the values are
missing. In the case of very sparse data, overfitting becomes a severe problem even in
simple linear models such as PCA. Regularization can be provided using the Bayesian
approach by introducing prior for the model parameters. The PCA model can then be
identified using, for example, maximum a posteriori estimates (MAPPCA) or variational
Bayesian (VBPCA) learning.

In [16, 17], we study different approaches to PCA for incomplete data. We show that
faster convergence can be achieved using the following rule for the model parameters:

θi ← θi − γ

(
∂2C

∂θ2
i

)−α
∂C

∂θi
,

where α is a control parameter that allows the learning algorithm to vary from the standard
gradient descent (α = 0) to the diagonal Newton’s method (α = 1). These learning rules
can be used for standard PCA learning and extended to MAPPCA and VBPCA.

The algorithms were tested on the Netflix problem (http://www.netflixprize.com/),
which is a task of predicting preferences (or producing personal recommendations) by using
other people’s preferences. The Netflix problem consists of movie ratings given by 480189
customers to 17770 movies. There are 100480507 ratings from 1 to 5 given, and the task is
to predict 2817131 other ratings among the same group of customers and movies. 1408395
of the ratings are reserved for validation. Thus, 98.8% of the values are missing.

We used different variants of PCA in order to predict the test ratings in the Netflix data
set. The obtained results are shown in Figure 2.5. The best accuracy was obtained using
VB PCA with a simplified form of the posterior approximation (VBPCAd in Figure 2.5).
That method was also able to provide reasonable estimates of the uncertainties of the
predictions.
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Figure 2.5: Root mean squared errors for the Netflix data (y-axis) plotted against the
processor time in hours. The upper plot shows the training error while the lower plot
shows the error for the probing data provided by Netflix. The time scale is linear from 0
to 1 and logarithmic above 1.
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Binary PCA for collaborative filtering

In [18], we proposed an algorithm for binary principal component analysis that scales well
to very high dimensional and very sparse data. Binary PCA finds components from data
assuming Bernoulli distributions for the observations. The probabilistic approach allows
for straightforward treatment of missing values.

We applied the proposed method to the same collaborative filtering problem prepared
by Netflix. The collected ratings can be represented in the form of a matrix X in which
each column contains ratings given by one user and each row contains ratings given to one
movie. As a preprocessing step, the ratings were encoded with binary values, according
to the following scheme:

1→ 0000
2→ 0001
3→ 0011
4→ 0111
5→ 1111

With this scheme, each element in the data tells whether a rating is greater or smaller
than a particular threshold.

We model the probability of each element xij of X to be 1 using the following formula:

P (xij = 1) = σ(aT
i sj) (2.7)

where ai and sj are parameter vectors (both contain c elements) corresponding to the i-th
movie and j-th user, respectively. The parameters ai and sj are assigned Gaussian priors
and they are estimated from on the available ratings using the MAP method.

The results with the proposed binary PCA algorithm are slighlty worse than the ones
obtained with PCA. However, by blending the two approaches, we were able to improve our
previously best results obtained with PCA alone [16, 17]. Figure 2.6 shows the predictions
of binary PCA against traditional PCA on a smaller MovieLens data set. The difference
between the predictions suggests that the two methods model the data differently and
blending them can improve the overall prediction performance.

Figure 2.6: Predictions on a test set from the MovieLens data using PCA (x-axis) and the
binary PCA model (y-axis). Note that PCA gives predictions outside the allowed range 1
to 5, whereas the predictions of binary PCA fall between 1 and 5 by construct.
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Robust PCA for incomplete data

Standard PCA is known to be sensitive to outliers in the data because it is based on
minimisation of a quadratic criterion such as the mean-square representation error. Thus,
corrupted or atypical observations may cause the failure of PCA, especially for data sets
with missing values. A standard way to cope with this problem is replacing the quadratic
cost function of PCA a function which grows more slowly.

In [19], we present a new robust PCA model based on the Student-t distribution and
show how it can be identified for data sets with missing values. We make the assumption
that the outliers can arise independently in each sensor (i.e. for each dimension of a data
vector). This assumption is different to the previously introduced techniques [21] and it
turns out to be important for modeling incomplete data sets. The proposed model can
improve the quality of the principal subspace estimation and provide better reconstructions
of missing values. The model can also be used to remove outliers by estimating the true
values of their corrupted components from the uncorrupted ones.

We tested the robust PCA model on the Helsinki Testbed data set which at the moment
of our studies contained many atypical measurements and missing values. The model was
used to estimate four principal components of the temperature measurements from 79
stations in Southern Finland. Figure 2.7 presents the reconstruction of the data using our
robust PCA model for four different stations. The reconstructions look very reasonable
with most of the outliers being removed.
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Figure 2.7: Four example signals from the Helsinki Testbed dataset and their reconstruc-
tions using the proposed robust PCA.
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2.5 Time-series modelling in bioinformatics

Bayesian methods are well-suited for analysis of molecular biology data as the data sets
practically always consist of very few samples with a high noise level. We have stud-
ied models of gene transcription regulation based on time series gene expression data in
collaboration with the Machine Learning and Optimisation group at the University of
Manchester. This is a very challenging modelling task as the time series are very short,
typically at most a dozen time points.

In [22], we have developed a method of modelling single input motif systems, where
a single transcription factor regulates a number of genes. This is achieved by imposing
a Gaussian process prior on the latent regulator (transcription factor protein) activity,
which under a linear ODE transcription model leads to a joint Gaussian process model for
all observable gene expression values. The model can further be extended by incorporating
the transcription factor expression levels through a translation model. It is also possible
to consider nonlinear models by using approximate inference. A sample model of p53
activation is illustrated in Fig. 2.8.
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Figure 2.8: An inferred model of transcription factor p53 activation based on five known
target genes. Red marks denote observed gene expression values while blue curves are
inferred by the model along with 2 standard deviation error bars.

We have applied the model to genome-wide ranking of potential target genes of tran-
scription factors. In experiments with key regulators of Drosophila mesoderm and muscle
development, this has lead to extremely promising results in terms of enrichment of dif-
ferential expression in loss-of-function mutants as well as ChIP-chip binding near the
predicted target genes [23].



Bayesian learning of latent variable models 63

0 50 100 150 200 250
Time (days)

Figure 2.9: Left: The four images of PG1115+080. Right: The corresponding intensity
measurements (the two images closest to each other are merged).

2.6 Estimation of time delays in gravitational lensing in as-
tronomy

Most of the research topics contained in Markus Harva’s doctoral thesis [24] which ap-
peared in 2008 have already been described in our earlier biennial reports under their
chapters on Bayesian learning of latent variable models. However, the journal paper [27]
on estimation of time delays in gravitational lensing was published in 2008, and therefore
we discuss that work here.

Gravitational lensing occurs when the light coming from a distant bright source is bent
by the gravitational potential of an intermediate galaxy such that several images of the
source are observed (see the left panel of Figure 2.9 for an example system). Relativistic
effects and the different lengths of the paths affect the time it takes for the photons
originating from the source to travel to the observer. This is perceived as a delay in the
intensity variations between the images (see the right panel of Figure 2.9). The significance
of estimating the delays in such systems stems from the early observation that they can
be used in determining important cosmological quantities [25].

The delay estimation problem is difficult for various reasons. The main challenge is
the uneven sampling rate, as the sampling times are determined by factors one cannot
control such as observing conditions and scheduling. The signal-to-noise ratio in the
observations is often poor too, although this varies somewhat between datasets. Classical
delay estimation methods usually rely on the cross-correlation function which is easy to
evaluate between regularly sampled signals. The obvious way to attack the problem with
unevenly sampled signals would then be to interpolate them appropriately to obtain evenly
sampled signals and then apply the cross correlation method. But with all the gaps and
the noise in the data, the interpolation can introduce spurious features to the data which
make the cross-correlation analysis go awry [26].

In [27], a method for estimating the delay between irregularly sampled signals is pre-
sented. Since interpolation on the gappy and noisy data can be venturesome, that is
avoided. Instead the two observed signals, x1(t) and x2(t), are postulated to have been
emitted from the same latent source signal s(t), the observation times being determined
by the actual sampling times and the delay. The source is then assumed to follow the
Wiener process: s(ti+1) − s(ti) ∼ N(0, [(ti+1 − ti)σ]2). This prior encodes the notion of
“slow variability” into the model which is an assumption implicitly present in many of the
other methods as well. The model is estimated using exact marginalization, which leads
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to a specific type of Kalman-filter, combined with the Metropolis-Hastings algorithm.
We have used the proposed method to determine the delays in several gravitational

lensing systems. Controlled comparisons against other methods cannot, however, be done
with real data as the true delays are unknown to us. Instead, artificial data, where the
ground truth is known, must be used. Figure 2.10 shows the performance of several
methods in an artificial setting.
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Figure 2.10: Average errors of the methods for three groups of datasets.
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2.7 Automated segmentation of brain MR images

Many studies in basis neuroscience and neurological and psychiatric diseases benefit from
fully-automated techniques that are able to reliably assign a neuroanatomical label to each
voxel in magnetic resonance (MR) images of the brain. In order to cope with the com-
plex anatomy of the human brain, the large overlap in intensity characteristics between
structures of interest, and the dependency of MR intensities on the acquisition sequence
used, state-of-the-art brain MR labeling techniques rely on prior information extracted
from a collection of manually labeled training datasets. Typically, this prior information
is represented in the form of probabilistic atlases, constructed by first aligning the training
datasets together using linear spatial transformations, and then calculating the probabil-
ity of each voxel being occupied by a particular structure as the relative frequency that
structure occurred at that voxel across the training datasets.

While these “average” atlases are intuitive and straightforward to compute, they are
not necessarily the best way to extract population-wise statistics from the training data.
Atlases built from a limited number of training images tend to generalize poorly to subjects
not included in the training database, necessitating heuristic approaches such as spatially
blurring atlases used in automated segmentation algorithms. Another problem is that such
atlases do not include non-linear deformations aligning corresponding structures across
subjects, although this would be a natural way to model anatomical variations.

In [31], we took a critical look at the generative model implicitly underlying proba-
bilistic brain atlases, and proposed to generalize it using tetrahedral mesh-based repre-
sentations endowed with explicit deformation models. We demonstrated how Bayesian
inference can be used to automatically learn the optimal properties of the resulting atlases
from a set of manual example segmentations in MR images of training subjects. The
learning involves maximizing the probability with which an atlas model would generate
the example segmentations, or, equivalently, minimizing the number of bits needed to
encode them. This procedure automatically yields sparse atlas representations that ex-
plicitly avoid overfitting to the training data, and are therefore better at predicting the
neuroanatomy in new subjects than conventional probabilistic atlases [31]. An example
of an optimal mesh-based atlas, built from manual annotations of 36 neuroanatomical
structures in four individuals, is shown in figure 2.11.

In subsequent work aiming at automatically delineating the subregions of the hip-
pocampus from very high resolution MR images [32, 36, 35], we supplemented the prior
distribution provided by a mesh-based atlas, which models the generation of images where
each voxel is assigned a unique neuroanatomical label, with a parametric likelihood dis-
tribution that predicts how such label images translate into MR images, where each voxel
has an intensity. Together these distributions form a complete generative model of MR
images that we then used to obtain fully automated structural measurements in a Bayesian
fashion, using concepts from our earlier work [28, 29]. In particular, we estimated how the
position of the nodes of the atlas mesh are optimally warped onto an image under study,
while simultaneously inferring the parameters of the likelihood distribution. Figure 2.12
shows an example of a fully-automated segmentation of the subregions of the hippocampus
computed using this approach.

Additional joint work in brain MR analysis we contributed to during the years 2008-
2009 include group-wise segmentation of collections of images for which no manual training
data is available [38, 41], non-parametric Bayesian whole-brain parcellation [39, 40] and
information theoretical image alignment [37], as well as a number of clinical research
papers [30, 33, 34].
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Figure 2.11: Optimal tetrahedral mesh-
based atlas built from manual annotations
of 36 neuroanatomical structures in 4 sub-
jects. The prior probabilities for the dif-
ferent structures have been color-coded
for visualization purposes.

Figure 2.12: Fully
automated seg-
mentation of hip-
pocampal subfields
from ultra-high res-
olution MR scans.
From left to right:
MR data, man-
ual delineations,
and correspond-
ing automated
segmentations.



Bayesian learning of latent variable models 67

References

[1] D. MacKay, Information Theory, Inference, and Learning Algorithms. Cambridge
University Press, 2003.

[2] C. Bishop, Pattern Recognition and Machine Learning. Springer-Verlag, 2006.

[3] H. Lappalainen and J. Miskin. Ensemble learning. In M. Girolami, editor, Advances
in Independent Component Analysis, Springer, 2000, pages 75–92.

[4] M. Jordan, Z. Ghahramani, T. Jaakkola, and L. Saul. An introduction to variational
methods for graphical models. In M. Jordan, editor, Learning in Graphical Models,
MIT Press, 1999, pages 105–161.

[5] A. Honkela and H. Valpola. Variational learning and bits-back coding: an information-
theoretic view to Bayesian learning. IEEE Transactions on Neural Networks,
15(4):267–282, 2004.

[6] S. Amari. Natural gradient works efficiently in learning. Neural Computation,
10(2):251–276, 1998.

[7] A. Honkela, M. Tornio, T. Raiko, and J. Karhunen. Natural conjugate gradient in
variational inference. In Proc. of the 14th Int. Conf. on Neural Information Processing
(ICONIP 2007), Kitakyushu, Japan, November 2007.

[8] H. Valpola and J. Karhunen. An unsupervised ensemble learning method for nonlinear
dynamic state-space models. Neural Computation, 14(11):2647–2692, 2002.

[9] Y. Qi, T. S. Jaakkola. Parameter expanded variational Bayesian methods. In Advances
in Neural Information Processing Systems 19, pp. 1097–1104, Cambridge, MA, 2007.

[10] J. Luttinen, A. Ilin, and Tapani Raiko. Transformations for variational factor analysis
to speed up learning. In Proc. of the 14th European Symposium on Artificial Neural
Networks (ESANN 2009), pp. 77–82, Bruges, Belgium, April 2009.

[11] Home page of our Bayes group: http://www.cis.hut.fi/projects/bayes/.

[12] A. Trapletti, On Neural Networks as Statistical Time Series Models. PhD Thesis,
Technische Universität Wien, 2000.

[13] M. Tornio, A. Honkela, and J. Karhunen. Time series prediction with variational
Bayesian nonlinear state-space models. In Proc. European Symp. on Time Series Pre-
diction (ESTSP’07), pages 11–19, Espoo, Finland, February 2007.

[14] T. Raiko, M. Tornio, A. Honkela, and J. Karhunen. State inference in variational
Bayesian nonlinear state-space models. In Proc. of the 6th Int. Conf. on Indepen-
dent Component Analysis and Blind Source Separation (ICA 2006), pages 222–229,
Charleston, South Carolina, USA, March 2006.

[15] T. Raiko and M. Tornio. Variational Bayesian learning of nonlinear hidden state-space
models for model predictive control. In Neurocomputing, volume 72, issues 16–18, pages
3704–3712, October, 2009.

[16] T. Raiko, A. Ilin, and J. Karhunen. Principal component analysis for sparse high-
dimensional data. In Proc. of the 14th Int. Conf. on Neural Information Processing
(ICONIP 2007), Kitakyushu, Japan, pp. 566–575, 2008.



68 Bayesian learning of latent variable models

[17] A. Ilin and T. Raiko. Practical approaches to principal component analysis in the
presence of missing values. Tech. report TKK-ICS-R6, Helsinki University of Technol-
ogy, TKK reports in information and computer science, Espoo, Finland, 2008.

[18] L. Kozma, A. Ilin, and Tapani Raiko. Binary principal component analysis in the
Netflix collaborative filtering task. In Proceedings of the IEEE International Workshop
on Machine Learning for Signal Processing, Grenoble, France, September 2009.

[19] J. Luttinen, A. Ilin, and Juha Karhunen. Bayesian robust PCA for incomplete data.
In Proc. of the 8th International Conference on Independent Component Analysis and
Blind Signal Separation (ICA 2009), pp. 66–73, Paraty, Brazil, March 2009.

[20] J. Zhao, Q. Jiang. Probabilistic PCA for t distributions. Neurocomputing, 69:2217–
2226, 2006.

[21] C. Archambeau, N. Delannay, M. Verleysen. Robust probabilistic projections. In
Proc. of the 23rd International Conference on Machine Learning (ICML 2006), pp.
33-40, New York, NY, USA, 2006.

[22] P. Gao, A. Honkela, M. Rattray, and N. D. Lawrence. Gaussian process modelling of
latent chemical species: applications to inferring transcription factor activities. Bioin-
formatics 24(16):i70–i75, 2008.

[23] A. Honkela et al. A model-based method for transcription factor target identification
with limited data. Proc Natl Acad Sci U S A, 2010. doi:10.1073/pnas.0914285107

[24] M. Harva. Algorithms for approximate Bayesian inference with appli-
cations to astronomical data analysis. TKK Dissertations in Information
and Computer Science, TKK-ICS-D3, Espoo, Finland, 2008. Available at
http://lib.tkk.fi/Diss/2008/isbn9789512293483/.

[25] S. Refsdal. On the possibility of determining Hubble’s parameter and the masses of
galaxies from the gravitational lens effect. Monthly Notices of the Royal Astronomical
Society, 128:307–310, 1964.

[26] J. C. Cuevas-Tello, P. Tino, and S. Raychaudhury. How accurate are the time delay
estimates in gravitational lensing? Astronomy & Astrophysics, 454:695–706, 2006.

[27] M. Harva and S. Raychaudhury. Bayesian estimation of time delays between unevenly
sampled signals. Neurocomputing , 72(1-3):32–38, 2008.

[28] K. Van Leemput, F. Maes, D. Vandermeulen, and P. Suetens. Automated Model-
based Bias Field Correction of MR Images of the Brain. IEEE Transactions on Medical
Imaging, 18(10):885–896, 1999

[29] K. Van Leemput, F. Maes, D. Vandermeulen, and P. Suetens. Automated Model-
based Tissue Classification of MR Images of the Brain. IEEE Transactions on Medical
Imaging, 18(10):897–908, 1999

[30] T. Autti, M. Mannerkoski, J. Hämäläinen, K. Van Leemput, and L. Åberg. JNCL
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3.1 Introduction

Erkki Oja

What is Blind and Semi-blind Source Separation? Blind source separation (BSS)
is a class of computational data analysis techniques for revealing hidden factors, that
underlie sets of measurements or signals. BSS assumes a statistical model whereby the
observed multivariate data, typically given as a large database of samples, are assumed to
be linear or nonlinear mixtures of some unknown latent variables. The mixing coefficients
are also unknown.

By BSS, these latent variables, also called sources or factors, can be found. Thus BSS
can be seen as an extension to the classical methods of Principal Component Analysis and
Factor Analysis. BSS is a much richer class of techniques, however, capable of finding the
sources when the classical methods, implicitly or explicitly based on Gaussian models, fail
completely.

In many cases, the measurements are given as a set of parallel signals or time series.
Typical examples are mixtures of simultaneous sounds or human voices that have been
picked up by several microphones, brain signal measurements from multiple EEG sensors,
several radio signals arriving at a portable phone, or multiple parallel time series obtained
from some industrial process.

Perhaps the best known single methodology in BSS is Independent Component Analy-
sis (ICA), in which the latent variables are nongaussian and mutually independent. How-
ever, also other criteria than independence can be used for finding the sources. One such
simple criterion is the non-negativity of the sources. Sometimes more prior information
about the sources is available or is induced into the model, such as the form of their prob-
ability densities, their spectral contents, etc. Then the term “blind” is often replaced by
“semiblind”.

Our earlier contributions in ICA research. In our ICA research group, the
research stems from some early work on on-line PCA, nonlinear PCA, and separation,
that we were involved with in the 80’s and early 90’s. Since mid-90’s, our ICA group grew
considerably. This earlier work has been reported in the previous Triennial and Biennial
reports of our laboratory from 1994 to 2007 [1]. A notable achievement from that period
was the textbook “Independent Component Analysis” by A. Hyvärinen, J. Karhunen, and
E. Oja [2]. It has been very well received in the research community; according to the
latest publisher’s report, over 5200 copies had been sold by August, 2009. The book has
been extensively cited in the ICA literature and seems to have evolved into the standard
text on the subject worldwide. In 2005, the Japanese translation of the book appeared
(Tokyo Denki University Press), and in 2007, the Chinese translation (Publishing House
of Electronics Industry).

Another tangible contribution has been the public domain FastICA software package
[3]. This is one of the few most popular ICA algorithms used by the practitioners and a
standard benchmark in algorithmic comparisons in ICA literature.

In the reporting period 2008 - 2009, ICA/BSS research stayed as one of the core
projects in the laboratory, with the pure ICA theory waning and being replaced by several
new directions in blind and semiblind source separation. In this Chapter, we present two
such novel directions.

Chapter 3 starts by introducing some theoretical advances on Nonnegative Matrix
Factorization undertaken during the reporting period, especially the new Projective Non-
negative Matrix Factorization (PNMF) principle, which is a principled way to perform
approximate nonnegative Principal Component Analysis. Then the Gaussian-process fac-
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tor analysis (GPFA) method, a semi-blind source separation principle, is applied to climate
data analysis. Climate research is an interesting and potentially very useful application
for large-scale semiblind models, that will be under intensive research in our group in the
near future.

Another way to formulate the BSS problem is Bayesian analysis. This is covered in
the separate Chapter 2.
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3.2 Non-negative projections

Zhirong Yang, Zhijian Yuan, and Erkki Oja

Projecting high-dimensional input data into a lower-dimensional subspace is a fundamen-
tal research topic in signal processing, machine learning and pattern recognition. Non-
negative projections are desirable in many real-world applications where the original data
are non-negative, consisting for example of digital images or various spectra. It was pointed
out by Lee and Seung [3] that the positivity or non-negativity of a linear expansion is a
very powerful constraint, that seems to lead to sparse representations for the data. Their
method, non-negative matrix factorization (NMF), minimizes the difference between the
data matrix X and its non-negative decomposition WH. The difference can be measured
by the Frobenius matrix norm or the Kullback-Leibler divergence.

Yuan and Oja [7] proposed the projective non-negative matrix factorization (PNMF)
method which replaces H in NMF with WTX, thus the data matrix X is approximated
as

X ≈WWTX.

The nonnegative matrix W is assumed to have a much lower rank than the data matrix
itself. This actually combines the objective of principal component analysis (PCA) with
the non-negativity constraint. The PNMF algorithm has been applied e.g. to facial image
processing, and the empirical results indicate that PNMF is able to produce more spatially
localized, part-based representations of visual patterns.

Recently, we have extended and completed the preliminary work with the following
new contributions [5]: (1) formal convergence analysis of the original PNMF algorithms,
(2) PNMF with the orthonormality constraint, (3) nonlinear extension of PNMF, (4)
comparison of PNMF with two classical and two recent algorithms [6, 2] for clustering,
(5) a new application of PNMF for recovering the projection matrix in a nonnegative
mixture model, (6) comparison of PNMF with the approach of discretizing eigenvectors,
and (7) theoretical justification of moving a term in the generic multiplicative update
rule. Our in-depth analysis shows that the PNMF replacement has positive consequences
in sparseness of the approximation, orthogonality of the factorizing matrix, decreased
computational complexity in learning, close equivalence to clustering, generalization of
the approximation to new data without heavy re-computations, and easy extension to a
nonlinear kernel method with wide applications for optimization problems. Figure 3.1
demonstrates the advantage of PNMF over two other methods for the Nonnegative Kernel
Principal Component Analysis problem.

Furthermore, we have proposed a more general method called α-PNMF [4], using α-
divergence instead of Kullback-Leibler divergence as the error measure in PNMF. We have
derived the multiplicative update rules for the new learning objective. The convergence
of the iterative updates is proven using the Lagrangian approach. Experiments have been
conducted, in which the new algorithm outperforms α-NMF [1] for extracting sparse and
localized part-based representations of facial images.

Our method can also achieve better clustering results than α-NMF and ordinary PNMF
for a variety of datasets. Table 3.1 shows the resulting clustering purities on six datasets.
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Figure 3.1: Comparison of POD, KK-means, and PNMF with (a) linear and (b) RBF
kernels for the Nonnegative Kernel Principal Component Analysis problem. Smaller δ-
values are better objectives relative to the KPCA solution

Table 3.1: Clustering purities using α-NMF, PNMF and α-PNMF. The best result for
each dataset is highlighted with boldface font.

α-NMF PNMF α-PNMF
datasets α = 0.5 α = 1 α = 2 - α = 0.5 α = 1 α = 2

Iris 0.83 0.85 0.84 0.95 0.95 0.95 0.97
Ecoli5 0.62 0.65 0.67 0.72 0.72 0.72 0.73
WDBC 0.70 0.70 0.72 0.87 0.86 0.87 0.88
Pima 0.65 0.65 0.65 0.65 0.67 0.65 0.67

AMLALL 0.95 0.92 0.92 0.95 0.97 0.95 0.92
ORL 0.47 0.47 0.47 0.75 0.76 0.75 0.80
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3.3 Reconstruction of historical climate data by Gaussian-
process factor analysis

Alexander Ilin and Jaakko Luttinen

Studying natural variability of climate is a topic of intensive research in climatology. In
our earlier research, we have extended the classical technique of rotated Principal Com-
ponents, or Empirical Orthogonal Functions, by introducing the concept of “interesting
structure” for massive sets of spatio-temporal climate measurements. In our case, the goal
of exploratory analysis is to find signals with some specific structures of interest. They
may for example manifest themselves mostly in specific variables, which exhibit prominent
variability in a specific timescale etc. An example of such analysis can be extracting clear
trends or quasi-oscillations from climate records. The procedure for obtaining suitable
rotations of EOFs can be based on the general algorithmic structure of denoising source
separation (DSS) [1].

However, understanding long-term variability of climate faces the problem of the
scarcity of climate observations in the past. Thus, reconstruction of historical climate
becomes an important problem.

The standard methods of statistical reconstruction are ad hoc adjustments of PCA for
incomplete data making such additional assumptions as temporal and spatial smoothness
of the observed climate variables. These assumptions were used, for example, in [2] to
reconstruct the global sea surface temperatures (SST) in the 1856–1991 period from the
MOHSST5 data set (which is largely based on the measurements made from merchant
ships). The method presented there uses additional information about the quality of the
data and this uncertainty information is derived from the number of different sources
which were used to compute each data sample.

In our recent papers [3, 4], we use the Bayesian framework to perform statistical
reconstructions of spatio-temporal data. In [3], we adopt the basic variational Bayesian
PCA model and use additional uncertainty information to improve the reconstruction
performance.

In [4], we present a more advanced probabilistic model called Gaussian-process factor
analysis (GPFA). The method is based on standard matrix factorization:

Y = WX + noise =
D∑

d=1

w:dxT
d: + noise,

where Y is a data matrix in which each row contains measurements in one spatial location
and each column corresponds to one time instance. Each xT

d: is a row vector representing
the time series of one of the D factors, whereas w:d is a column vector of loadings which
are spatially distributed. Matrix Y may contain missing values and the samples can be
unevenly distributed in space and time.

We assume that both factors xd: and corresponding loadings w:d have prominent struc-
tures that we model using the tool of Gaussian processes [5]. The model is identified in the
framework of variational Bayesian learning and high computational cost of GP modeling
is reduced by using sparse approximations derived in the variational methodology.

In the experiments reported in [4], we show that GPFA can provide better recon-
structions of global SST set compared to variational Bayesian PCA. Figure 3.2 shows the
spatial and temporal patterns of the four most dominant principal components found by
GPFA from the MOHSST5 data set. The obtained test reconstruction errors were 0.5714
for GPFA and 0.6180 for VBPCA, which can be seen as a significant improvement.
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Figure 3.2: The spatial and temporal patterns of the four most dominating principal
components estimated by GPFA from the MOHSST5 dataset. The solid lines and gray
color in the time series show the mean and two standard deviations of the posterior
distribution.
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4.1 Introduction

We develop statistical machine learning methods for extracting useful regularities from
large, high-dimensional data sets. In practical computational data analysis tasks a com-
mon problem is lack of sufficient amount of representative data. Modeling requires either
data or prior knowledge which by definition does not exist in knowledge discovery or data
mining tasks. If there was enough data, modern statistical machine learning toolboxes
would contain powerful approaches to building flexible models that do not make strong
assumptions about data, but flexible models are naturally weak given little data.

In many applications, for instance in molecular biology and neuroinformatics, there is
data available in public or special-purpose databanks, but the problem is that not every-
thing is relevant. We are developing new machine learning methods capable of learning
from multiple data sources containing only partially relevant data, and generalizing to new
contexts. The methods extend and generalize the current approaches called multi-view,
multi-way and multi-task learning, on structured and unstructured domains.

Moreover, we have developed new principles and methods for the task of visualizing
high-dimensional data; this task is central in any knowledge discovery process.
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4.2 Multi-view learning

Multi-view learning tells how several data sources, or views, can be combined to extract
more relevant information. We focus on unsupervised settings, where the relevance comes
from statistical dependencies between multiple views of the same objects. For example,
a collection of images with captions can be represented with two views, one capturing
the contents of the image while the other describes the caption. Dependencies between
these representations reveal more information on the intended content, or semantics, of
the images than either view alone.

We have developed new theory for decomposing variation in multiple views into source-
specific and shared components [1], building on Bayesian latent-variable models that cap-
ture the dependencies by assigning flexible source-specific models for describing the noise
in each of the views. The same basic formulation extends to various practical models. A
prime example is [2] that applies hierarchical non-parametric Bayesian models for making
the source-specific parts extremely flexible, and builds a hierarchical grouping of human
genes based on both mRNA and protein expression. The model, illustrated in Figure 4.1,
reveals processes that could not be found by looking at either view alone.

Besides advanced Bayesian solutions, we have also developed novel multi-view algo-
rithms for application purposes. [4] aimed at creating an easy-to-use data integration tool
for bioinformatics applications and was accompanied by an open-source software pack-
age, while [3] introduces a fast algorithm for maximizing mutual information of linear
projections, applied to brain imaging data.

Going beyond standard multi-view learning, we have also developed novel solutions
for applications without co-occurring data. Traditional multi-view learning can only be
applied for cases with clear one-to-one co-occurrence between the views. We showed
in [5] that the co-occurrence itself can be learned by maximizing statistical dependency
between two views with no known co-occurrence. In brief, the idea is to order the samples
of one of the views so that the dependency between the views is maximal. This, in
turn, requires efficient means for measuring the dependency, provided by classical data
integration tools like canonical correlation analysis (CCA). A simple iterative algorithm
alternating between optimizing the ordering (solved through a linear assignment problem)
and finding a representation that maximally captures the dependency (solved through
CCA) finds the co-occurrences with high accuracy. We have applied the algorithm for
aligning probeset of various microarray brands, matching metabolite identities of different
species or measurement batches, and aligning sentences of bi-lingual corpora.
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Figure 4.1: (a): Illustration of the hierarchical Dirichlet process model for cluster analysis
of coupled data sources. (b): Application of the model on coupled analysis of mRNA
and protein concentrations. Both marginals correspond to clusters of genes, automatically
detected by the model, and the color-codes and letters indicate higher-level processes
obtained by simultaneous clustering of the contingency table of cluster assigments.
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4.3 Multi-task learning

We have introduced two new multi-task learning setups, suitable for different scenarios,
and solutions for them: relevant subtask learning and paired multi-task learning.

Relevant subtask learning

It is all too common in classification tasks that there is too little training data to estimate
sufficiently powerful models. The problem is particularly hard for the high-dimensional
data in genome-wide studies of modern bioinformatics, but appears also in image classifi-
cation from few examples, finding of relevant texts, etc.

After realizing that the world is full of other data sets, the problem becomes how
to simultaneously learn from a small data set and retrieve useful information from the
other data sets. We have recently introduced a learning problem called relevant subtask
learning, a variant of multi-task learning, which aims to solve the small-data problem by
intelligently making use of other, potentially related “background” data sets.

Such potentially related “background” data sets are available for instance in bioinfor-
matics, where there are databases full of data measured for different tasks, conditions or
contexts; for texts there is the web. Such data sets are partially relevant : they do not
come from the exact same distribution as future test data, but their distributions may
still contain some useful part. Our research problem is, can we use the partially relevant
data sets to build a better classifier for the test data?

Learning from one of the data sets is called a “task”. Our scenario is then a special
kind of multi-task learning problem. However, in contrast to typical multi-task learning,
our problem is fundamentally asymmetric and more structured; test data fits one task, the
“task-of-interest,” and other tasks may contain subtasks relevant for the task-of-interest,
but no other task needs to be wholly relevant.

We have introduced a method that uses logistic regression classifiers. The key is to
assume that each data set is a mixture of relevant and irrelevant samples. By fitting this
model to all data sets, the common model for relevant samples learns from all tasks. To fit
the model, we have used both simple maximum likelihood fitting [1] and more advanced
variational Bayesian inference [3]. We model the irrelevant part with a sufficiently flexible
model such that irrelevant samples cannot distort the model for relevant data. A sample
application is a news recommender for one user, where classifications from other users
are available (Fig. 4.2). The relevant subtask learner outperforms a comparable standard
multi-task learning model [4].

The generalization error of relevant subtask learning has been analyzed theoretically in
[5] in a slightly different setting, where the task is density estimation and supplementary
tasks are assumed to be mixtures of a shared interesting density and a non-interesting task-
specific density. Relevant subtask learning has smaller generalization error than learning
from the task-of-interest alone or from a supplementary task alone.

Paired Multi-task Learning

When faced with an abundance of tasks containing potentially relevant information to a
desired learning task, we ask: how can we decide which tasks are relevant? And what is
the relationship between the different tasks? Knowledge about the task relationships and
problem structure can then be exploited in jointly learning multiple tasks. By sharing
statistical strength between different tasks, this multitask learning set-up can overcome
potential problems when there is little data for a single task.
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Figure 4.2: Comparison of multi-task learning approaches on news article data. The
task was to predict relevance of news articles to a specific reader (the reader-of-interest),
using articles rated by other readers as additional sources of information. Results are
shown as a function of several design parameters: the proportion of relevant samples (top
left), data dimensionality (top right), the number of samples per data set (bottom left)
and the number of tasks (data sets; bottom right). Relevant subtask learning (vb-RSL)
outperforms a multi-task method that clusters tasks (SMTL; [4]) and to two naive methods
(“vb-STL” and “vb-AllTogether”) when there are many dimensions but few samples per
data set (less than 100), which is a realistic scenario.

We address a specific problem in bioinformatics: learning to choose control samples
for use in a differential gene expression experiment in cancer (case vs control). Gene
expression measurements are likely to contain bias due to factors such as patient-specific
and laboratory-specific effects, and typically there are only a small number of samples
available for each experimental condition. These factors make it problematic to select a
set of pairs of control and tumor tissue (case) samples, such that the differential gene
expression of the case samples is solely due to cancer-specific variation. However, there
is potentially a huge amount of useful information about cancer, and the relationship to
control tissue contained in publicly available gene expression databases. If two cancer
types are similar, then it is likely that they will use similar control samples.

The suitable controls for each experiment form a group of controls. These groups are
considered as classes / control tissues, and the task is to classify each case sample to
one of these classes. We formulate this as a multi-task learning problem in [2] where we
have a set of primary tasks (choosing the control class for each sample for a cancer type)
which we want to learn, and a set of auxiliary tasks (choosing the control class for each
control sample). This follows a paired structure, such that each primary task is paired
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Figure 4.3: Schematic illustration of statistical strength sharing in multitask learning sce-
narios. Learning a set of K tasks as in (a) amounts to finding different parameterisations
θi, i = 1, ...,K for the tasks. If the tasks are assumed to be related, multitask learning
approaches assume some shared structure across all K tasks through a common param-
eterisation via α (b). We consider the situation where there are K pairs of tasks (c),
and propose the structure in (d) to share information between the tasks. There is shared
structure within each task set’s parameterisation θ, θ′ through α, α′ and across each of the
K pairs through φ.

with a corresponding auxiliary task. We transfer information about the relatedness of
the auxiliary set of tasks to the set of primary tasks (see Figure 4.3 and its caption for
more details). We formulate the model using the Gaussian process framework; the task
functions are given Gaussian process priors and the task structure is modeled through the
parameterisation of the covariance functions. For each set of tasks, the task functions are
assumed to come from a linear combination of an underlying set of latent functions. This
linear combination, which models the inter-task similarity in each set, is constrained to be
the same for both the primary and auxiliary task set.

In learning the classification, we use knowledge about the relationships between the
case and the control samples. This pairing is transferred to new pairs, such that our model
can infer a suitable control sample for a new case sample (see Figure 4.4).
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Figure 4.4: Visualization of the probability distribution over the control classes (x axis)
for some tumor samples (y axis) with unknown control classes
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Figure 4.5: Plate diagram of the graphical model for Multi-Way, Multi-View Learning

4.4 Multi-way learning

Finding effects of one or multiple known covariates from the data is one of the most com-
mon statistical problems, commonly solved by tranditional Analysis of Variance (ANOVA),
its multivariate generalization (MANOVA), or in general by linear models. The traditional
methods are not applicable and very limited alternative methods exist to currently increas-
ingly important problems in molecular biology where the dimensionality of the problem p
is very large and the number of observations n is (relatively) small. The same “large p,
small n” problem recurs also in other fields.

In biological experiments typical covariates are disease, drug treatment groups, gender
or time-series, resulting in a multi-way experimental setup. The main challenge in biology
is that the number of samples (for instance mice or human patients) is small due to
economical and ethical cost, whereas the number of variables (such as genes or metabolites)
is huge. Due to this, the traditional multivariate methods cannot be used, and on the other
hand little research of multi-way analysis has been presented in the machine learning
literature.

We have recently introduced a Bayesian method for solving this burning problem of
multi-way analysis of small sample-size, high-dimensional datasets [1]. Moreover, the
multi-way data-analysis problem becomes even more complicated when heterogeneous
data with multiple covariates are integrated from multiple sources. Different data sources
usually have distinct, unmatched variable-spaces with different dimensionalities. We have
generalized ANOVA-type analysis to the case of multiple sources by considering the source
(“view”) as an additional covariate in the ANOVA-type analysis. The problem is impos-
sible for traditional methods due to the different variable-spaces, but by utilizing depen-
dencies between the sources the problem can be solved. We introduced a model (Figure
4.5; [2]) which is able to find the multi-way covariate-effects and to partion them into
shared and source-specific effects. The method is applicable to any small sample-size,
multi-source experiments, currently very popular in biological research.
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4.5 Information visualization

Visualization of mutual similarities of entries in large high-dimensional data sets is a
central subproblem in exploratory analysis and mining. It is makes sense to “look at the
data” in all stages of data analysis, and reducing the dimensionality to two or three gives
a scatterplot visualization.

It is generally not possible to show all the similarity relationships within a high-
dimensional data set perfectly on a low-dimensional display; some properties are nec-
essarily lost or misrepresented. All linear or nonlinear dimensionality reduction methods
must make a compromise about which kinds of similarity relationships they aim to show,
but which compromise is best for visualization? Many methods practically ignore this
question because they are not designed to reduce the dimensionality of the data set lower
than is possible without losing information; several such methods have difficulties when
producing low-dimensional displays. Some methods choose the compromise implicitly in
that they produce the lower-dimensional representation by minimizing a cost function,
but the cost function has not been motivated from the point of view of visualization, that
is, it is not obvious why a projection that minimizes the cost function should be a good
visualization.

It has been difficult to assess the quality of visualizations since the task of visualization
has not been well-defined. We have addressed this problem and introduced rigorously
motivated measures for the quality of a visualization, as well as a nonlinear dimensionality
reduction method that optimizes these measures and is therefore specifically designed for
optimal visualization.

Visualization as information retrieval

We view visualization as an information retrieval task. An analyst looking at a scatter-
plot can choose any point (data item) and find its neighbors (similar other items) in the
visualization. The visualization helps in this task of retrieving similar items, and quality
of retrieval can be measured with standard information retrieval measures precision and
recall. Any information retrieval method needs to make a compromise between these mea-
sures, parameterized by the relative cost of false positives and misses. Since a visualizer
is an information retrieval device as well, it needs to make the same compromise.

We have adapted the information retrieval measures to visualization by smoothing
them and representing them as differences between distributions of points being neighbors.
It turns out that the traditional measures are limiting cases of these more general measures.
Once the relative cost λ of false positives and misses has been fixed, we can directly
optimize the visualization to minimize the retrieval cost. We call the resulting visualization
method the Neighborhood Retrieval Visualizer (NeRV) [7, 8]. NeRV outperforms several
recent nonlinear dimensionality reduction methods both by the new measures and by
traditional measures.

We have extended NeRV to supervised visualization [4], to linear visualization [2], and
to visualization with ontological annotation [3].

In addition to NeRV, we have introduced methods for the specific application of visu-
alizing convergence of Markov chain Monte Carlo (MCMC) sampling methods commonly
used in Bayesian inference [5].

One of the popular nonlinear dimensionality reduction methods, Stochastic Neighbor
Embedding (SNE; [1]) is a special case of NeRV, corresponding to optimizing recall only.
We have additionally introduced other generalizations of SNE and efficient algorithms for
computing it, as described in the following.
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Figure 4.6: Demonstrating the precision-recall tradeoff in visualization. The task is to
retrieve neighbors of points in the original space, based on their locations in the visual-
ization. Top left: A three-dimensional dataset sampled from the surface of a sphere.
Bottom: Two embeddings of the dataset. In A, the sphere has been cut open and folded
out. This eliminates false positives (false neighbors), but there are some misses (missed
neighbors) because points on different sides of the tear end up far away from each other.
In contrast, B minimizes the number of misses by simply squashing the sphere flat; this
yields many false positives because points on opposite sides of the sphere are mapped close
to each other. Top right: mean precision–mean recall curves for the two projections. A
has better precision (yielding higher values at the left end of the curve) B has better recall
(yielding higher values at the right end of the curve).

Heavy-tailed Symmetric Stochastic Neighbor Embedding

Stochastic Neighbor Embedding (SNE) has been shown to be quite promising for data
visualization. Currently, the most popular implementation, t-SNE [6], is restricted to
a particular Student t-distribution as its embedding distribution. Moreover, it uses a
gradient descent algorithm that may require users to tune parameters such as the learning
step size, momentum, etc., in finding its optimum.

In [9], we have rigorously investigated the working mechanism of Heavy-tailed Symmet-
ric Stochastic Neighbor Embedding (HSSNE). The several findings are: (1) we propose to
use a negative score function to characterize and parameterize the heavy-tailed embedding
similarity functions; (2) this finding has provided us with a power family of functions that
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Figure 4.7: Comparison of visualization performance between several recent methods on a
data set of mouse gene expression profiles, in terms of two novel measures: mean smoothed
precision (vertical axis) and mean smoothed recall (horizontal axis). Our method NeRV
performs best (best values near the upper right corner).

convert distances to embedding similarities; and (3) we have developed a fixed-point algo-
rithm for optimizing SSNE, which greatly saves the effort in tuning program parameters
and facilitates the extensions and applications of heavy-tailed SSNE. We have presented
two empirical studies, one for unsupervised visualization showing that our optimization
algorithm runs as fast and as good as the best known t-SNE implementation and the
other for semi-supervised visualization showing quantitative superiority using the homo-
geneity measure as well as qualitative advantage in cluster separation over t-SNE. The
latter results are shown in Figure 4.8.
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Figure 4.8: Semi-supervised visualization for the vehicle data set. The plots titled with α
values are produced using the fixed-point algorithm of the power family of HSSNE.
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4.6 Networks

Machine Learning is in the midst of a “structural data revolution”. After many decades of
focusing on independent and identically-distributed examples, many researchers are now
modelling inter-related entities that are linked together into complex graphs. A major
driving force is the explosive growth of heterogeneous data collected in diverse sectors of
the society. Example domains include bioinformatics, communication networks, and social
network analysis.

Networks are a special case of structural data. Inferring properties of the network
nodes, or vertices, from the links, or edges, has become a common data mining problem.
Network data are typically not a complete description of reality but come with errors,
omissions and uncertainties. Some links may be spurious, for instance due to measure-
ment noise in biological networks, and some potential links may be missing, for instance
friendship links of newcomers in social networks. Probabilistic generative models are a
tool for modeling and inference under such uncertainty. They treat the links as random
events, and give an explicit structure for the observed data and its uncertainty. Compared
to non-stochastic methods, they are therefore likely to perform well as long as their as-
sumptions are valid; they may reveal properties of networks that are difficult to observe
with non-statistical techniques from the noisy and incomplete data, and they also offer a
groundwork for new conceptual developments.

We have earlier introduced a family of Bayesian probablistic component models for
analyzing interactions or graphs, called Interaction Component Model (ICM). We applied
ICM to the task of detecting dense subnetworks from noisy protein-protein interaction
networks, and additionally from multiple views; protein-protein interactions and gene
expression data [2]. Such subnetworks are interpretable as functional gene modules or
protein complexes. Our methods outperformed other state-of-the-art methods in this task
of discovering functional subnetworks.

We further extended the ICM framework to handle multi-relational data [3], and to
detect block structures [1]. For example, protein complexes consist of tightly interacting
proteins, and the complexes in turn interact with other complexes.
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5.1 Introduction

New so-called high-throughput measurement techniques have made possible genome-wide
studies of gene function. Gene expression, gene regulation, protein content, protein inter-
action, and metabolic profiles can be measured and combined with the genetic sequence.
The methods are used routinely in modern biology and medicine, and now the current
challenge is to extract meaningful findings from the noisy and incomplete data masses,
collected into both community resource and private data banks. The data needs to be
analyzed, mined, understood, and taken into account in further experiments, which makes
data analysis an integral part of biomedical research. Successful genome-wide analyses
would allow a completely novel systems-level view into a biological organism.

We develop new modeling and data analysis principles needed for discovering the rele-
vant signals and patterns from among the several measurement sources, and numerous ear-
lier experiments collected into measurement databases. Our multi-source machine learning
methods have proven to be very useful here, and new methods for retrieving and analyzing
relevant experiments have promise for breakthroughs in making the data-driven sciences,
biology and medicine, more cumulative. We have long-standing collaboration with Eu-
ropean Bioinformatics Institute EBI (prof. A. Brazma), Laboratory of Cytomolecular
Genetics (Prof. S. Knuutila), Department of Biological and Environmental Sciences, Uni-
versity of Helsinki (Prof. J. Kangasjärvi), VTT (Prof. M. Orešič), Finnish Institute
for Molecular Medicine FIMM (prof. O. Kallioniemi), and smaller-scale or preliminary
collaboration with several other groups.



Bioinformatics 99

5.2 Translational medicine on metabolic level

Translational medicine is a research field which attempts to more directly bring basic
research findings to clinical practice. One of the necessary steps of this process is to
translate inferences made on the molecular level, for example about metabolites, in model
organisms into inferences about humans. Such translation is extremely challenging and
the existing knowledge, if there is any, is currently largely tacit and only known to experts
of the specific disease and model organism.

Metabolomics is the study of the set of all metabolites found in a sample tissue.
Metabolite concentrations are affected strongly by diseases and drugs, and hence they
complement the genomic, proteomic, and transcriptomic measurements in an excellent
way, in studies of the biological state of an organism.

Our mission is to develop the computational methods needed for making molecular
level translational medicine possible. We have developed new computational methods for
mapping between the observed metabolomics data from model organisms and humans. In
project TRANSCENDO we applied the methods to studies of the emergence of Type I
diabetes, by computing mappings between non-obese diabetic (NOD) mice and children,
and between the effects of a disease in several tissues. The project is collaboration within
a consortium involving computational systems biology (M. Orešič, VTT), semantic mod-
elling (Antti Pesonen, VTT), probabilistic modelling (us), and pharmacology and animal
models of metabolic disease (Eriika Savontaus, University of Turku).

Metabolomic development in humans. Metabolic development in children develop-
ing into Type 1 diabetes is not well understood, and we develop computational methods
in order to shed more light into it. We work on a unique data set of our collaborators
[11], of metabolomic profiles derived from time series of blood samples of a large cohort
of children.

We developed computational methods for studying dynamic differences between time-
series measurements of two populations. In the first phase, differences between healthy
boys and girls were studied [10], and at the moment we are moving forward to actual
translational medicine.

The models operate under the assumption that the metabolic profiles are generated
by a set of unobserved metabolic states, which can as the first approximation be modelled
with Hidden Markov Models (HMM). HMM fits the assumption of latent states very well,
is easy to compute and interpret, and can be extended into more flexible and expressive
models. Moreover, HMM provides a way for probabilistic re-alignment of the time series,
which takes into account the individual variation in the dynamics. The HMMs were able
to separate the boys’ and girls’ metabolic states (Figure 5.1) more efficiently apart than
traditional linear methods.

Disease-related dependencies between multiple tissues. A common setting in
medical research is that a disease may be mainly located in a specific organ, for example
in lungs, but it indirectly affects multiple tissues. Giving drugs to patients induces an
analogous setup: the drugs may affect multiple other tissues in addition to the target
tissue (and hence disease).

A typical analysis setup in any one-tissue (typically blood) biological experiments,
looking for potential biomarkers for disease, is the diseased-healthy differential analysis.
Biological experiments often contain additional covariates, such as drug treatment groups,
gender or time-series, resulting in a multi-way experimental setup. Finding effects of
multiple covariates from the data is a traditional statistical problem dealt with by Analysis
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Figure 5.1: Boys and girls have different development of metabolic states.

of Variance (ANOVA) or in general by linear models. However, the main challenge in
modern molecular biology is that the number of samples (such as mice or human patients)
is small due to economical and ethical reasons, and the number of variables (genes or
metabolites) is huge. Due to this, the traditional multivariate methods cannot be used,
and few modern methods exist for this task. To address this broad and common set of
problems, we developed a Bayesian model family for multi-way analysis of small sample-
size, high-dimensional datasets [5].

The problem becomes even more interesting when the different data sources (here
tissues) form different variable-spaces. Then stardard approaches are not applicable even
in principle. Our model can be extended even to this case, by considering the different
sources as different “views” in the sense of multi-view machine learning. The extended
model is able to find the multi-way covariate-effects and to partion them into shared and
source-specific effects. The method is applicable to any small sample-size, multi-source
experiments, currently very popular in biological research. We call the general problem
(Figure 5.2) Multi-Way, Multi-View Learning [6].
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Figure 5.2: (a) Multi-way analysis studies datasets with two or more covariates for each
sample. The task is to find the effects of the covariates in the data (b) Multi-source
analysis studies dependencies between two or more datasets with paired samples without
covariate information. (c) Multi-way, multi-source analysis combines both tasks. The task
is to find shared and source-specific covariate effects. In the data matrices, rows represent
samples, and columns represent variables.

5.3 Retrieval and visualization of relevant experiments

Repositories of genome-wide expression studies such as ArrayExpress [12] are becoming
mature both in size and data annotation quality. This brings in the research question of
how to systematically relate studies contained within those repositories. By allowing data
to be re-used on a mass scale, researchers will be able to access a meaningful biological
context to aid in the planning and analysis of new studies. This will in turn increase
the statistical power of novel studies and put biological results in the context of previous
studies. Most repositories contain basic text search functionalities that allow retrieving
studies whose textual descriptions contain certain keywords (e.g. ’cancer’). This paradigm
has several shortcomings. First, the textual description of an experiment or its results is
not as information-rich as the actual data itself. Secondly, it does not provide any solution
with respect to analyzing the retrieved study and rigorously comparing it to a novel study.
In collaboration with the Brazma group at The European Bioinformatics Institute, which
has created and maintains the ArrayExpress database, we are working towards developing
machine learning methods that relate studies through their actual expression data, along
with visualization tools that allow exploring and interpreting the results.

Content-based information retrieval for differential expression. Gene expression
studies often involve differential expression analyses that allow assessing genes or pathways
for consistent changes in expression in a phenotype of interest (e.g. cancerous tissue
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Figure 5.3: Figure taken from Caldas et al. [2]. (A) The experiment collection visualized as
glyphs on a plane. (B) The method represents each experiment as a collection of so-called
biological topics or components. Slice color and width represent the importance of each
component in an experiment. (C) Enlarged region from (A) where glyphs have additionally
been scaled according to their relevance to a query with a malignant melanoma experiment
shown in the center. The surrounding experiments are either from cancer or from primary
hyperparathyroidism, which is known to be associated with a higher incidence of cancer.

versus healthy tissue). Recently, it has been shown that differential expression analysis
at the level of pathways or gene sets leads to improved and more robust results than
differential expression at the gene level [15]. As the first prototype of our biological content-
based information retrieval paradigm, we have developed a method that allows relating
studies in a repository through shared patterns of gene set differential expression, using a
combination of state-of-the-art nonparametric statistics and machine learning approaches
[2]. We have also developed novel visualization tools that allow exploring both the data
and the retrieval results. Our results show that, given a so-called query study, the method
provides a set of other studies where most target the same biological question (e.g. cancer
studies) (Fig.5.3). It is also able to find highly non-trivial relations between significantly
different pathological entities which were confirmed in the literature. Finally, the retrieval
results are interpretable, in the sense that the method provides the patterns of differential
expression that are responsible for the inferred relevances (Fig.5.4). Although there has
been previous work related to large-scale analysis of differential expression, ours is the first
to highlight the potential of performing content-based, interpretable information retrieval
in a rigorous and principled manner.
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Figure 5.4: Figure taken from Caldas et al. [2]. A circular visualization that associates
biological studies (labels on the left) to recurrent patterns (circles in the middle), and
recurrent patterns to known biological pathways (labels on the right). The left figure
shows the general visualization; the degree of association between studies, patterns, and
pathways is encoded through edge opacity, where each color is specific to one pattern.
In the right figure, the labels of both biological experiments and pathways are scaled
according to the degree of association with recurrent pattern number 2. The figure shows
an association between several cancer studies (e.g. sporadic basal-like breast cancer) and
a collection of cell cycle-related biological pathways.

5.4 Fusion of heterogeneous biomedical data

A living cell is an extremely complex system, and hence integration of information from
multiple sources is needed for revealing the true potential of the modern high-throughput
measurement methods, such as gene expression or micro-RNA data, combined with rela-
tional information of the genes, environmental factors, and disease.

Much of the blooming data integration literature focuses either on well-targeted combi-
nations of sources, such as using sequence-based regulators for explaining gene expression,
or on well-focused prediction tasks such as predicting molecular interactions from several
data sources. We have focused on knowledge discovery-types of problems where the goal
is to discover what is relevant in massive data sets by searching for connections between
data sources. This will become more concrete below. Additionally, we have worked on
more specific but application-wise interesting problems, such as detection and analysis of
deficiencies in the measurements [8].

Dependency modeling. We consider the data fusion problem of combining two or
more data sources where each source consists of vector-valued measurements from the same
object or entities but on different variables. The task is to include only those aspects which
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Figure 5.5: Gene expression, copy number signal, and the dependency between the two
data sources along chromosome arm 17q in gastric cancer patients. The model detects
known cancer associated genes (red dots) with high sensitivity. The Figure is from [9].

are mutually informative of each other. This task of including only shared aspects of data
sources is motivated through two interrelated lines of thought. The first is noise reduction.
If the data sources are measurements of the same entity corrupted by independent noise,
discarding source-specific aspects will discard the noise and leave the shared properties
that describe the shared entity. The second motivation is to analyze what is interesting
in the data. We have investigated, for example, functional effects of DNA mutations by
observing dependencies between gene expression and copy number levels across cancer
genomes [9]. In these works, the shared variation of the data sources is of primary interest
(Figure 5.5). The data set specific effects, often regarded as “noise”, may have specific
structure; its definition is simply that it is source-specific. The data set specific effects
can also be of interest in certain applications. In [14], for example, the decomposition of
gene and protein expression levels into shared and data set specific effects was used to
distinguish between pre- and post-translational regulation.

We have developed novel ways to bring in prior information to dependency modeling
tasks [9]. This helps to reduce overfitting and focus the modeling on the interesting parts
of the data, which is critical in many biomedical applications with small sample sizes. We
have also released an open-source software package for general fusion of biological data
sets, using generalized canonical correlation analysis for both combining the data sets and
finding a lower-dimensional representation for them [16].

Dependency models are potentially applicable for modeling other regulatory mecha-
nisms such as transcription factors [7], or micro-RNAs that form a recently discovered
and central class of cellular regulators. While causality and confounding factors are often
unknown in these studies, detection of statistical dependencies provides a useful proxy
for such effects. Future extensions of the dependency models will provide tools to detect
multi-level relations between various regulatory mechanisms and gene activity.

Matching of entities. Most data fusion approaches assume co-occurring data sources,
in the sense that all sources are different representations of the same entities. For example,
in joint analysis of several mRNA experiments we assume the same set of genes has been
measured in each experiment. Due to heterogenity of the biological data sources this
assumption, however, does not always hold. If the experiments have been measured with
different platforms the mapping between the probes might not be perfectly known, or in
translational medicine the sources (tissues or species) might even have different entities
altogether.



Bioinformatics 105

We have introduced a novel method that learns the matching of the entities in a data-
driven way, using the actual measurements to find the co-occurrences [17]. The method
is based on a very intuitive principle: The matching that gives maximal statistical depen-
dency between the sources is most likely to be correct. The approach can either be used
to complement a partial match found based on auxiliary data sources (such as sequence
similarity when matching probes of two microarrays), or even to learn the matching from
scratch.

Bayesian biclustering. Biclustering is the computational task of simultaneously clus-
tering objects and inferring which features of the objects contribute to the grouping. It
is a highly relevant area in gene expression bioinformatics, when one aims at finding re-
stricted biological conditions where certain genes exhibit similar behavior, or alternatively
at finding groups of genes with respect to which a set of biological conditions is similar.
It is also deeply connected to the fields of content-based information retrieval and data
fusion.

We have first adapted an existing promising model to the Bayesian framework, allowing
the model to handle noise and endowing it with a rigorous inference engine [1]. More
recently, we have developed a hierarchical nonparametric biclustering method [4]. Using
recent advances in probabilistic machine learning, our method is able to generate a flexible
tree structure of biclusters while keeping computations feasible. We showed that the model
achieves state-of-the-art performance on a large data set, and that the model naturally
lends itself to hierarchical content-based information retrieval. Finally, we highlighted how
the information retrieval functionality can be used to mine for novel biological knowledge,
via a case study that provides insight into the potential novel role of miR-224 in the
association between melanoma and non-Hodgkin lymphoma.

Searching for functional modules. Functional gene modules and protein complexes
have been sought from both protein-protein interaction and gene expression data with
various clustering-type methods. We have devised a combined generative model for these
data that directly models noise in both data types [13]. The model outperforms other
state-of-the-art methods in the task of discovering functional modules. In addition, it is
able to detect overlapping modules, in which proteins may have different roles.
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6.1 Introduction

Neuroinformatics has been defined as the combination of neuroscience and information
sciences to develop and apply advanced tools and approaches essential for a major ad-
vancement in understanding the structure and function of the brain. Aside from the de-
velopment of new tools, the fields of application include often the analysis and modelling
of neuronal behaviour, as well as the efficient handling and mining of scientific databases.
The group aims at proposing algorithmic and methodological solutions for the analysis
of elements and networks of functional brain activity, addressing several forms of com-
munication mechanisms. Motivation and application areas include the understanding of
ongoing brain activity and the neuronal responses to complex natural stimulation.

From a methodological viewpoint, the neuroinformatics group has studied properties
of source separation methods, such as their reliability and extensions to subspaces. We
have also assessed the suitability of such methods to the analysis of electrophysiological
recordings (EEG and MEG), and functional magnetic resonance images (fMRI). We pro-
posed also methods for the study of phase synchrony within the central nervous system,
and between this and the peripheral nervous system. We have also developed methods
for the analysis of neural responses of natural stimulation, based on a novel approach of
capturing statistical dependencies between brain activity and the stimulus itself.

In addition to the analysis of fMRI recordings from natural stimulation, we have been
also involved in the analysis of single trial event-related MEG data. Albeit its significantly
higher temporal resolution, the signal-to-noise ratios are typically very poor, and averaging
across hundreds of stimuli is often required. We currently search as well for efficient tissue
segmentation of structural MRI.

Although not a natural research topic in neuroinformatics, we have also been involved
in the study of phonocardiographic signals, to detect the sources and severities of cardiac
murmurs in infants. The signal processing is a challenging one, and a successful application
should have a great societal impact.

In addition to these ongoing but stable research topics, we have made a pilot in docu-
ment mining. The goal is to extract, in a semi-automatic manner, functional information
from neuroscience journals, hence reducing the dependence on curator intervention.

Research reported in this section has been carried out in collaboration with experts in
neuroscience and cardiology. In the following, we highlight some of the results attained in
the reported years.
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6.2 Complex neural responses to complex stimuli

Natural stimuli are increasingly used in fMRI studies to imitate real-life situations. Conse-
quently, challenges are created for novel analysis methods, including new machine learning
tools. With natural stimuli it is no longer feasible to assume single features of the exper-
imental design alone to account for the brain activity. Instead, relevant combinations of
rich-enough stimulus features could explain the more complex activation patterns.

We have proposed a novel two-step approach, where independent component analy-
sis is first used to identify spatially independent brain processes, which we refer to as
functional patterns. As the second step, temporal dependencies between stimuli and func-
tional patterns are detected using either canonical correlation analysis (a journal article in
NeuroImage) or its distribution-free variant Nonparametric Dependent Component Anal-
ysis (DeCA, a conference article in ICASSP’09). Our method looks for combinations of
stimulus features and the corresponding combinations of functional patterns.
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  Stimulus Data

ICA

data−driven

fMRI Measurement

Figure 6.1: Sketch of the framework. (V = # of voxels, N = # of measurement time
points, p = # of reliable ICA components, q = # of stimulus time courses).

This two-step approach has been used to analyze measurements from a fMRI study
during multi-modal stimulation, in collaboration with Riitta Hari and co-workers. It seems
promising to analyze data using natural stimulation.



Neuroinformatics 111

6.3 Phase synchrony

Interest in phase synchronization phenomena has a long history, when studying the in-
teraction of complex, natural or artificial, dynamic systems. Although not completely
adopted, synchronization was attributed a role in the interplay between different parts of
the central nervous system as well as across central and peripheral nervous systems. Such
phenomena can be quantified by the phase locking factor, which requires knowledge of the
instantaneous phase of an observed signal.

During the reported years, we extended the set of algorithmic tools for the identifi-
cation of phase synchronous phenomena. Our earlier methods dealt with the extraction
of sources phase-locked to a reference signal and the clustering of a population of oscil-
lators into synchronous sub-populations. We proposed now a method for the extraction
of phase-locked subspaces, following an approach akin to the underlying considerations in
independent component analysis.

Figure 6.2: Results of one run of IPA: original sources (top left) and PLFs between them
(top right); mixed signals (middle left) and PLFs between them (middle right); ex- tracted
sources (bottom left) and PLFs between them (bottom right). Results obtained for ?
= 0.2, after manually compensating for permutation, scaling and sign of the extracted
sources. The Amari Performance Index was 0.06.
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6.4 Single trial event related studies

Functional brain mapping is often performed by analysing neuronal responses evoked by
external stimulation. Assuming constant brain responses to repeated identical stimuli,
averaging across trials is usually applied to improve typically poor signal-to-noise ratios.
However, since wave shape and latency vary from trial to trial, information is lost when
averaging.

To mitigate this problem, and enable the identification of inter-trial signal variations,
we proposed a method to correct the trial-to-trial jitters, in a visually evoked MEG study.
The approach was based on a template-based denoising source separation framework.
The results were physiologically plausible and presented a clear improvement compared
to the classical averaging. We are currently searching as well for a competing approach to
estimate, in addition to the jitters, variations in amplitude for each trial’s evoked signal.

Figure 6.3: Fieldpatterns associated with the denoised sources (DS) and the locations of
corresponding equivalent current dipoles. P stands for posterior, R forright and L for left
view.
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6.5 Tissue segmentation in MRI

MRI is a widely used clinical imaging technique, able to distinguish between soft tissues
with an exceptional spatial resolution. In most clinical applications, several settings are
used, depending on the targeted tissue, leading to a multi-spectral image set. Automatic
follow-up of pathologies in the brain should make full use of the multi-spectra, and be
capable of clear segmentation of each tissue.

Our approach is based on the discriminative clustering (DC) algorithm. Since DC
is a supervised method, it requires labelled training data, which we produce through a
boosting use of the self-organising maps. We achieved absolute classification results in par
with the best methods currently in use. As a result of the clustering approach, partial
volume information for each image voxel is available, and degenerative pathologies can be
better assessed.

Figure 6.4: Classification result for each class of the brainweb data set. CSF, white and
grey matter from left to right. The classification is shown overlaying a T2 sequence. Voxels
in black correspond to the voxels that have most of their membership in that class.

Figure 6.5: Numerical results of the DC classification. The percentages shown correspond
to the amount of voxels correctly classified.
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6.6 Document mining

There is an ever increase in the number of scientific publications in many areas in general,
and in neurosciences in particular. Hundreds of articles are published each month. When
comparing the results one obtains with a given experimental setup and existing information
in literature, one may validate, integrate or confront different opinions and theories. The
compilation of such a vast amount of information is not only crucial, but currently also
rather human-intensive.

With that in mind, we have conducted a pilot study on document mining of journal
publications reporting results on fMRI experiments. We have focused on the image content
of the articles. The rather positive preliminary results suggest that a more systematic use
of the methodology, and its improvement may help as well reducing the amount of curating
work required for the construction of functional databases.

Figure 6.6: Self Organizing Map Ñ U-matrix trained with 16 dimensional feature vectors,
from a set of 100 images extracted from 11 journal papers. Two distinct cluster regions
are observed at the lower left and right sides of the map. The prototype image, depicted
in the upper left corner fits the expected cluster.
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7.1 Introduction

The Content-Based Information Retrieval Research Group studies and develops efficient
methods for content-based information retrieval (CBIR) and analysis tasks and implements
them in the PicSOM1 CBIR system. During the years 2008 and 2009, the PicSOM search
engine has been used in various old and new applications.

In the PicSOM CBIR system, parallel Self-Organizing Maps (SOMs) and Support Vec-
tor Machine (SVM) classifiers have been trained with separate data sets obtained from the
multimodal object data with different feature extraction techniques. The different classi-
fiers and their underlying feature extraction schemes impose different similarity functions
on the images, videos, texts and other media objects. In the PicSOM approach, the
system is able to discover those of the parallel classifiers that provide the most valuable
information for retrieving relevant objects in each particular query.

7.2 Semantic concept detection from images and videos

Extracting semantic concepts from multimedia data has been studied intensively in recent
years. The aim of the research on the multimedia retrieval research community has been
to facilitate semantic indexing and concept-based retrieval of unannotated multimedia
content. The modeling of mid-level semantic concepts is often essential in supporting high-
level indexing and querying on multimedia data as such concept models can be trained
off-line with considerably more positive and negative examples than what are available at
query time.

In the course of previous years we have outlined and implemented our generic PicSOM
system architecture for multimedia retrieval tasks. Detection of concepts from multime-
dia data—e.g. images and video shots—forms an important part of the architecture. In
the PicSOM system, concept detection problem is formulated as a standard supervised
learning problem. Our concept detection technology is fundamentally based on fusion of
a large number of elementary detections, each based on a different low-level audiovisual
feature extracted from the multimedia data. During the reporting period 2008–2009 we
have continued to develop the technologies involved in the concept detection component
of the PicSOM architecture. We have also successfully evaluated the concept detection
performance of the PicSOM architecture by participating in international evaluation cam-
paigns. These include PASCAL NoE Visual Object Classes (VOC) Challenge 2008 image
analysis evaluation [1] and the annual TRECVID video analysis evaluations [2, 3]. Fig-
ure 7.1 illustrates the architecture for detecting concepts from video shots that was used
in our TRECVID 2009 system.

We have recently enriched the set of audiovisual features that we use as the basis for for
concept detection. As a part of that work, we have studied various aspects and extensions
of the bag of visual words (BoV) model. In the BoV model images are represented with
histograms of local image features. In our studies of BoV features we have addressed
e.g. methods for quantisation of local image features [4, 5, 6], their distance measures [7]
and spatial extensions of the BoV methodology [8]. In addition to feature extraction,
we have continuosly developed the techniques for feature-wise elementary detection and
detector fusion. We have also developed inter-shot temporal and cross-concept techniques
for taking into account the dependecies that temporally adjacent video shots on one hand,
and related concepts on the other hand typically exhibit [9].

1http://www.cis.hut.fi/picsom
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Figure 7.1: Fusion-based shot-wise concept detection module of the PicSOM system that
was used for participating in the TRECVID 2009 evaluation.

7.3 Video search and retrieval

In recent studies it has been observed that, despite the fact that the accuracy of the
concept detectors may be far from perfect, they can still be useful in supporting high-
level indexing and querying on multimedia data [10]. We have found this to be true in
particular for video search [11]. This is mainly because such semantic concept detectors
can be trained off-line with computationally more demanding algorithms and considerably
more training examples than what are typically available during interactive use.

Figure 7.2 gives an overview of the automatic video search process within PicSOM,
with a detailed view of the concept-based submodule. In the top part of the figure a search
query is presented, typically containing a text query and possibly also visual examples. The
visual examples may consist of videos and/or images, demonstrating the visual properties
of the desired retrieval response. Either or both of these two modalities of the search query
are then used as input to the three parallel submodules of the search system: text search,
concept-based search and content-based search. Based on its input, each module produces
an estimate of the relevance of each database video to the given query. These scores are
finally fused to produce the final search result which is a list of video shots ordered with
decreasing estimated relevance to the query.

An important catalyst for research in video retrieval is provided by the annual TREC
Video Retrieval Evaluation (TRECVID) workshop. The goal of the workshop series is to
encourage research in multimedia retrieval by providing a large test collection, uniform
scoring procedures, and a forum for organizations interested to compare their results. The
search task in TRECVID models the task of an intelligence analyst who is looking for
specific segments of video containing persons, objects, events, locations, etc. of current
interest. The task is defined as follows: given a search test collection and a multimedia
statement of information need, return a ranked list of shots which best satisfy the need.

We have successfully participated in TRECVID annually since 2005. In TRECVID
2008 we participated in the high-level feature extraction, automatic search, video summa-
rization, and video copy detection tasks, using the PicSOM system framework [12]. In the
high-level feature extraction experiments, we used SOM-based semantic concept modeling
followed by a post-processing stage that utilizes the concepts’ temporal and inter-concept
co-occurrences. We also studied the effects of a more comprehensive feature selection
scheme and the inclusion of audio features and face detection. The results show that
more thorough feature selection can be useful, and that the temporal and inter-concept
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Figure 7.2: General architecture of the PicSOM search module.

co-occurrence analysis has the potential to improve the performance if good concept-wise
post-processors can be chosen [13]. The use of audio features and face detection resulted
in minor improvements. In TRECVID 2009 we used greatly improved Support Vector
Machine (SVM) detectors for high-level feature extraction task, and our group had the
sixth best result among the 20 participanting groups. These results could then be used in
the search task, where we achieved the third best result.

7.4 Video analysis applications

In this section, two further applications of the content-based video analysis framework
are described. These applications are automatic video summarization and analysis of
sign-language.

Video summarization is a process where an original video file is converted to a consid-
erably shorter form, which can then be used to facilitate efficient searching and browsing
in large video collections. The aim of automatic summarization is to preserve as much as
possible from the essential content and overall structure.

We have developed a technique for video summarization [14] using SOMs trained with
standard visual features that have been applied in various multimedia analysis tasks. The
produced summaries consist of collections of selected video clips from the original material.
The method is based on initial shot segmentation, with the shots used in the following
stages as basic units of processing. We then detect and remove unwanted “junk” shots, and
apply face detection, speech detection, and motion activity estimation. Next, we compute
the visual similarities between all pairs of shots and remove overly similar shots. We
trace the trajectory of the frames within the shot in question and use the trajectory as a
signature for the shot, which can then be compared to other shots’ signatures to determine
whether a shot is visually unique or similar to some other shots. Each remaining shot is
then represented in the summary with a separately selected one-second clip.

We participated in the TRECVID 2008 rushes summarization task [2] and obtained
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very promising results. Our summarization algorithm obtained average ground-truth in-
clusion performance with the shortest overall summaries over all the submissions.

We have also applied our methods for video content analysis in a multidisciplinary
research project for the recognition and analysis of recorded Finnish Sign Language [15].
Automatic and semi-automatic computer vision techniques are used to recognize and ana-
lyze gestures and facial expressions in sign language videos (see Figure 7.3). The aim is to
identify linguistic sign and gesture boundaries and to indicate which video sequences cor-
respond to specific signs and gestures. This will facilitate indexing and the construction of
an example-based open-access visual corpus of the Finnish Sign Language for which there
already exists large amounts of non-indexed video material.

Figure 7.3: An example frame from the sign language video material. Left: Skin-color
filtering. Right: Motion tracking.
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8.1 Introduction

Automatic speech recognition (ASR) means an automated process that inputs human
speech and tries to find out what was said. ASR is useful, for example, in speech-to-text
applications (dictation, meeting transcription, etc.), speech-controlled interfaces, search
engines for large speech or video archives, and speech-to-speech translation.

Figure 8.1 illustrates the major modules of an ASR system and their relation to ap-
plications. In feature extraction, signal processing techniques are applied to the speech
signal in order to dig out the features that distinguish different phonemes from each other.
Given the features extracted from the speech, acoustic modeling provides probabilities
for different phonemes at different time instants. Language modeling, on the other hand,
defines what kind of phoneme and word sequences are possible in the target language or
application at hand, and what are their probabilities. The acoustic models and language
models are used in decoding for searching the recognition hypothesis that fits best to the
models. Recognition output can then be used in various applications.

Decoding

Language modelingAcoustic modeling

Feature extraction

Recognized text

Speech

Speech recognition

Applications
Machine translationSpeech retrieval

Figure 8.1: The main components of an automatic speech recognition system and their
relation to speech retrieval and machine translation applications.

Our focus in ASR is large vocabulary continuous speech recognition (LVCSR). For
several years, we have been developing new machine learning algorithms for each of the
subfields and building a complete state-of-the-art recognizer to evaluate new methods and
their impact. Originally, the recognizer was constructed for fluent and planned speech
such as Finnish newsreading, where language models covering a very large vocabulary are
required. Besides newsreading, other example tasks are political and academic speeches
and other radio and television broadcasts where the language used is near the written style.
Sofar, we have not seriously attempted to recognize Finnish spontaneous conversations,
because enough Finnish training texts for learning the corresponding style do not exist.
Our main training corpus for language modeling is the Finnish Language Bank at CSC.
For acoustic modeling we use voice books, Finnish Broadcast Corpus at CSC and the
SPEECON corpus.

In addition to the recognition of Finnish, we have performed experiments in English,
Turkish and Estonian. To make this possible we have established research relations to
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different top speech groups in Europe and U.S., e.g. University of Colorado, International
Computer Science Institute ICSI, Stanford Research Institute SRI, IDIAP, University of
Edinburgh, University of Sheffield, University of Cambridge, Bogazici University, and
Tallinn University of Technology. The forms of collaboration have included researcher
exchanges, special courses, workshops and joint research projects. We have also partici-
pated in several top international and national research projects funded by EU, Academy
of Finland, Tekes, and our industrial partners. In the close collaboration with our Natural
Language Processing group 10 we are also organizing an international competition called
Morphochallenge to evaluate the best unsupervised segmentation algorithms for words
into morphemes for information retrieval, statistical machine translation, LVCSR and lan-
guage modeling in different languages. This challenge project is funded by EU’s PASCAL
network and described in Chapter 10.

In the EU FP7 project called EMIME, the aim is to develop new technologies for
speech-to-speech systems. Although this has broadened the field of the group to include
some aspects of speech synthesis, such as supervised and unsupervised adaptation in the
same way as in ASR, text-to-speech (TTS) still plays a minor role compared to the strong
ASR focus of the group.
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8.2 Acoustic modeling

Acoustic modeling in automatic speech recognition means building statistical models for
some meaningful speech units based on the feature vectors computed from speech. In
most systems the speech signal is first chunked into overlapping 20-30 ms time windows at
every 10 ms and the spectral representation is computed from each frame. A commonly
used feature vector consists of mel-frequency cepstral coefficients (MFCC) which are the
result of the discrete cosine transform (DCT) applied to the logarithmic mel-scaled filter
bank energies. Local temporal dynamics can be captured by concatenating the first and
second order delta features (time differences) to the basic feature vector.

The acoustic feature sequence in ASR is typically modeled using hidden Markov models
(HMM). In basic form each phoneme is modeled by a separate HMM, where the emission
distributions of the HMM states are Gaussian mixtures (GMMs). In practice, however,
we need to take the phoneme context into account, so that for each phoneme there are
separate HMMs for various phoneme contexts. This leads easily to very complex acoustic
models where the number of parameters is in order of millions.

Estimating the parameters of complex HMM-GMM acoustic models is a very chal-
lenging task. Traditionally maximum likelihood (ML) estimation has been used, which
offers simple and efficient re-estimation formulae for the parameters. However, ML esti-
mation does not provide optimal parameter values for classification tasks such as ASR.
Instead, discriminative training techniques are nowadays the state-of-the-art methods for
estimating the parameters of acoustic models. They offer more detailed optimization cri-
teria to match the estimation process with the actual recognition task. The drawback is
increased computational complexity. Our implementation of the discriminative acoustic
model training allows using several different training criteria such as maximum mutual
information (MMI) and minimum phone error (MPE) [1]. It also enables alternative op-
timization methods such as gradient based optimization and constrained line search [2] in
addition to the commonly used extended Baum-Welch method.

Our recent research has taken advantage of the flexibility of our system to use different
discriminative training criteria by comparing different discriminative training methods in
various configurations [3]. The research showed some guidelines in how to apply certain
discriminative training methods in large scale acoustic model estimation.

The speech syntesis work related to the EMIME EU/FP7 project concentrates on the
adaptation of HMM-based TTS models. The goal of the project is to personalize the
output voice of a cross-lingual speech-to-speech system, to make it resemble the voice of
the original speaker.

The features and models of TTS systems differ somewhat from those used in ASR.
A shorter timestep, typically 5 ms is used, and the count of cepstral coefficients is twice
or thrice that of typical ASR features. The acoustic models do not use GMMs - simple
single-Gaussian models are used, but the amount of models is much higher. The TTS
models are context-dependent on a more complicated level compared to the ASR models.
A single phoneme has different models depending on its position within a word, syllable
and sentence, as well as the surrounding phonemes.

Training acoustic models for high-quality voice for a TTS system therefore requires
data of close to 1000 high-quality sentences from the target speaker. As this much data
is not available in the target application of the project, the only feasible option is to train
an average TTS voice and use adaptation techniques to change it to resemble the target
speakers voice.

The adaptation of HMM-based TTS models is very similar to adaptation of ASR mod-
els. Maximum a posteriori (MAP) linear transformations are applied in similar fashion to
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Figure 8.2: The HTS speech synthesis system for generating an average voice, adapting it
to a target speaker and creating synthesized speech. From [4].

ASR adaptation. A collaborative investigation using data from several languages showed
that adapting a general voice is a practical and effective way to mimic a target speaker’s
voice[4].
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8.3 Language modeling

In topic adaptation of language models, we take into account the underlying topic of
speech by elevating the probabilites of the subvocabulary characteristic to its topic. Via
topic adaptation, we aim at improving the recognition of topically important words. The
potential benefit of topic adaptation relies on the success of retrieving the underlying topic
correctly. In the master’s thesis [1], we discuss the topic adaptation task in relation to
multimodal interfaces. In the multimodal scenario, the contextual cues with which the
topic is retrieved can not be assumed reliable nor large in size. The experiments with
English large vocabulary speech recognition task showed that topic adaptation with these
cue assumptions is feasible. The master’s thesis was conducted as a part of projects Pin-
View and UI-ART focusing on multimodal interfaces.

For Finnish, estimating the language model probabilities for words is difficult since
there is a vast number of different word forms. For example, a single verb has theoretically
thousands of inflected word forms. The natural way to attack the problem is to split words
into smaller fragments and build the language models on the fragments instead of whole
words. Since it is not obvious how the words should be split, we have studied what kind
of word fragments are optimal for speech recognition systems. Experiments in Finnish,
Turkish and Estonian recognition tasks indicate that an unsupervised data-driven splitting
algorithm called Morfessor (see Section 10.2) improves recognition of rare words. [2]

In speech recognition systems solutions to the problem of vocabulary growth in mor-
phologically rich languages proposed in the literature include increasing the size of the
vocabulary and segmenting words into morphs. However, in many cases, the methods
have only been experimented with low-order n-gram models or compared to word-based
models that do not have very large vocabularies. In [3] we study the importance of us-
ing high-order variable-length n-gram models when the language models are trained over
morphs instead of whole words. Language models trained on a very large vocabulary
are compared with models based on different morph segmentations. Speech recognition
experiments are carried out on two highly inecting and agglutinative languages, Finnish
and Estonian. The results suggest that high-order models can be essential in morph-based
speech recognition, even when lattices are generated for two-pass recognition. The anal-
ysis of recognition errors [4] reveal that the high-order morph language models improve
especially the recognition of previously unseen words.
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8.4 Applications and tasks

Speech retrieval and indexing

Large amounts of information is produced in spoken form. In addition to TV and radio
broadcasts, more and more material is distributed on the Internet in the form of podcasts
and video sharing web sites. There is an increasing need for content based retrieval of
this material. Speech retrieval systems consist of two parts. First, an automatic speech
recognition system is used to transcribe the speech into textual form. Second, an index is
built based on this information.

The vocabulary of the speech recognizer limits the possible words that can be retrieved.
Any word that is not in the vocabulary will not be recognized correctly and thus can not
be used in retrieval. This is especially problematic since the rare words, such as proper
names, that may not be in the vocabulary are often the most interesting from retrieval
point of view. Our speech retrieval system addresses this problem by using morpheme-like
units produced by the Morfessor algorithm. Any word in speech can now potentially be
recognized by recognizing its component morphemes. The recognizer transcribes the text
as a string of morpheme-like units and these units can also be used as index terms. We
have shown that the morph-based approach for speech search suffers significantly less from
OOV query words than a word based method [1].

Retrieval performance was further improved by utilizing alternative recognition can-
didates from the recognizer [1]. Speech recognizers typically produce only the most likely
string of words, the 1-best hypothesis. Retrieval performance is decreased if a relevant
term is misrecognized and is thus missing from the transcript. However, it is possible
that the correct term was considered by the recognizer but was not the top choice. Thus,
retrieval performance can be improved by extracting these alternative results from the
recognizer and adding them to the index. A confusion network [2] provides a convenient
representation of the competing terms along with a probability value for each term.

Figure 8.3: A confusion network of alternative recognition candidates for a segment of
speech. <w> marks a word break boundary. The correct morphs are in bold.

Speech-to-speech translation

Speech-to-speech machine translation is in some ways the peak of natural language process-
ing, in that it deals directly with our (humans’) original, oral mode of communication (as
opposed to derived written language). As such, it presents several important challenges:

1. Automatic speech recognition of the input using state-of-the-art acoustic and lan-
guage modeling, adaptation and decoding

2. Statistical machine translation of either the recognized most likely speech transcript
or the confusion network or the whole lattice including all the best hypothesis
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3. Speech synthesis to turn the translation output into intelligible speech using the
state-of-the-art synthesis models and adaptation

4. Intergration of all these components to aim at the best possible output and tolerate
errors that may happen in each phase

A pilot study of Finnish-English speech-to-speech translation was carried out in the
lab as a joint effort of the Speech Recognition, Natural Language Processing (Ch. 10)
and Computational Cognitive Systems (Ch. 11) groups [3]. The domain selected for
our experiments was heavily influenced by the available bilingual (Finnish and English)
and bimodal (text and speech) data. Because none is readily yet available, we put one
together using the Bible. As the first approach we utilized the existing components, and
tried to weave them together in an optimal way. To recognize speech into word sequences
we applied our morpheme-based unlimited vocabulary continuous speech recognizer [4].
As a Finnish acoustic model the system utilized multi-speaker hidden Markov models
with Gaussian mixtures of mel-cepstral input features for state-tied cross-word triphones.
The statistical language model was trained using our growing varigram model [5] with
unsupervised morpheme-like units derived from Morfessor Baseline [6]. In addition to the
Bible the training data included texts from various sources including newspapers, books
and newswire stories totally about 150 million words. For translation, we trained the Moses
system [7] on the same word and morpheme units as utilized in the language modeling
units of our speech recognizer. For speech synthesis, we used Festival [8], including the
built-in English voice and a Finnish voice developed at University of Helsinki. Further
research on statistical machine translation is described in Section 13.
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8.5 Noise robust speech recognition

Missing feature approaches

Using missing feature methods for noise compensation in automatic speech recognition is
based on partitioning the compressed spectrographic representation of a noise corrupted
speech signal to speech dominated i.e. realiable regions and noise dominated i.e. unreliable
regions as illustrated in Figure 8.4. Information in the unreliable regions is assumed
missing, so either the speech recognition system should ignore the unreliable components
or the missing values be reconstructed using e.g. cluster-based imputation [1]. Experiments
reported in [2] suggested that cluster-based imputation can significantly improve LVCSR
performance under environmental noise but may not fully allow for simultaneous speaker or
environment-based adaptation. We therefore modified the method to account for acoustic
model adaptation estimated prior to reconstruction, which improved the speech recognition
performance in certain noise environments as discussed in [3]. Additionally, we have
been developing missing feature techniques that are particularly robust in the presence
of reverberation noise [4, 5] and models that mimic certain principles of human speech
recognition especially in the binaural system [6].
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Figure 8.4: Logarithmic mel spectrogram of (a) an utterance recorded in quiet environment
and (b) the same utterance corrupted with additive noise. The noise mask (c) constructed
for the noisy speech signal indicates the speech dominated regions in black and the noise
dominated regions in white.

Noise robust feature representations

One approach to noise robust speech recognition is to search for feature representations
that are less affected by changes in environmental noise. In particular, common feature
extraction schemes based on the short-time spectrum of the speech signal can be made
more robust by using an estimate of the spectral envelope instead.

The stabilised weighted linear prediction (SWLP) signal modeling method [7], recently
developed at the Department of Signal Processing and Acoustics at Helsinki University of
Technology, was used to implement a more robust variant of the MFCC features currently
used by our speech recognition system. The performance of the new features was evaluated
in different noisy real-world environments using the SPEECON corpus. Improvements in
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recognition rates were found in the case where acoustic models trained using clean speech
only were used to recognize speech corrupted by noise [8, 9].
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[6] K. J. Palomäki and G. J. Brown, A computational model of binaural speech intelligi-
bility level difference (Abstract). J. Acoust. Soc. Am., vol 123, Acoustics 2008, Paris,
France, page 3715, 2008.
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9.1 Introduction

The Proactive Interfaces research theme combines efforts of multiple research groups,
including the Statistical Machine Learning and Bioinformatics group, lead by Professor
Samuel Kaski, the Content-Based Information Retrieval group, lead by Docent Jorma
Laaksonen, and the Speech Recognition group, lead by Docent Mikko Kurimo. In
2008, three major collaborative projects, PinView, UI-ART and Diem/MMR, have been
launched which together form the AIRC flagship project Proactive Interfaces. In 2009, a
fourth project, Image Based Linking, has been started.

9.2 Inferring interest from gaze patterns

Proactive systems anticipate the user’s intentions and actions, and utilize the predictions
to provide more natural and efficient user interfaces. One of the critical components in this
loop is inferring the interests of the user, which is a challenging machine learning problem.
Successful proactivity in varying contexts requires generalization from past experience.
Generalization, on its part, requires suitable powerful (stochastic) models and a collection
of data about relevant past history to learn the models.

We focus on inferring the interest and needs of the user from gaze patterns, measured
with modern eye-tracking equipment. During complex tasks, such as reading, attention
approximately lies on the location of the reader’s gaze. Therefore eye movements should
contain information, although very noisy, on the reader’s interests. As a practical example
of what can be inferred from eye movements, [1] uses discriminative Hidden Markov models
to detect different processing states in the tasks of simple word search, question-answer,
and finding the most interesting topic. The model detects, for example, switches between
reading and scanning the text, which in turn helps in predicting the intention of the user.

Another line of work focuses on information retrieval tasks, where the tasks range
from estimating relevance of specific text snippets to inferring implicit queries even the
user cannot formulate accurately. The eye-movements collected while the user browses the
retrieval results are informative of what the user was after, giving an estimated query that
can be used for retrieving more relevant documents [2, 3]. The difficult learning problem,
termed learning to learn, is in finding a regressor from word-level features to queries so that
it generalizes to new queries and user interests. [2] solves this by incorporating both the
inference of the implicit query and prediction of the relevance of unseen documents into a
unified probabilistic model, while [3] utilizes SVM-classifiers in learning the relationships
between how words are viewed and their importance for the task. The parameters of
the models are optimized to maximize the average performance over a range of training
queries, and the resulting query-independent predictors can be applied for topics with no
training data.

Going beyond text retrieval tasks, [4] extends the information retrieval work for im-
ages, using eye movements for predicting relevance feedback to be used in content-based
retrieval. The work is the first demonstration on gaze providing useful information also
for media types that are less-structured than text, continued with improved inference and
interface in [5].

9.3 Eye-movement enhanced image retrieval

PinView is an EU FP7 funded three-year Collaborative Project started on 1 January 2008
and coordinated by in AIRC. The goal of PinView is a proactive personal information
navigator that allows retrieval of multimedia – such as still images, text and video – from
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unannotated databases. During image browsing and searching with a task-dependent in-
terface, the PinView system will infer the goals of the user from explicit and implicit
feedback signals and interaction (eye movements, pointer traces and clicks, speech) com-
plemented with social filtering. The collected rich multimodal responses from the user are
processed with new advanced machine learning methods to infer the implicit topic of the
user’s interest as well as the sense in which it is interesting in the current context.

The PinView consortium combines pioneering application expertise with a solid ma-
chine learning background in content-based information retrieval. Besides AIRC, the
project consortium includes University of Southampton (uk), University College Lon-
don (uk), Montanuniversitaet Leoben (au), Xerox Research Centre Europe (fr), and
celum gmbh (au). The publications of the PinView project’s first two years are
[4, 6, 7, 8, 9, 10, 11, 5].

As part of the project, we have developed novel gaze-based interfaces for image re-
trieval. The purpose is both to create interfaces that can be used without explicit control
devices, which is useful for mobile environments and also for people with motor disabilities,
but also to obtain more information from gaze. While gaze is informative of the user’s
interests in all settings, it is possible to create interfaces that provide more information
compared to standard displays. We have developed GaZIR [5], a gaze-based zoomable in-
terface for image retrieval, that can be operated with gaze alone. As explicit control with
gaze is highly stressful, the GaZIR system uses gaze primarily for implicit information.
Explicit control is used only for zooming in and out, while the actual retrieval feedback is
learned implicitly from the gaze patterns and fed to the PinView content-based retrieval
engine. Figure 9.1 shows a screenshot of the interface, showing the co-centric circles of
images the user is currently browsing. The circle-shaped layout was chosen to break nat-
ural habits of browsing grid of images in a structured fashion, and hence to extract more
information from the gaze trajectory.

Figure 9.1: GaZIR, the gaze-based zoomable interface for image retrieval, in action. The
user sees co-centric circles of images, and the system monitors the gaze of the user (red
lines) while he is browsing the images. The subjective relevance of the images is inferred
from the gaze trajectory and forwarded to the PicSOM content-based image retrieval sys-
tem. When the user zooms in, PicSOM returns new sets of images closer to the implicitly
defined intents of the user.
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9.4 Contextual information interfaces

Contextual information interfaces provide access to information that is relevant in the
current context. They use sensory signals, such as gaze patterns, to track the user’s con-
text and foci of interest, and to predict what kind of information the user would need
at the present time. The information is retrieved from databases and presented in non-
intrusive manner. Main challenges are extraction of context from visual and sensory data,
construction of adaptive machine learning models that are able to utilize heterogeneous
context cues to predict relevance, and undisturbing and easily understandable presenta-
tion of information. Novel statistical machine learning methods are used for multimodal
information retrieval and for taking the context into account.

As a part of Urban Contextual Information Interfaces with Multimodal Augmented
Reality (UI-ART) project, an interdisciplinary research project funded by TKK MIDE
(Multidisciplinary Institute of Digitalisation and Energy) programme, we have build a
pilot system that retrieves and displays abstract information about people and real world
objects in augmented reality [12]. As a pilot application scenario, we have implemented
a guide that displays relevant information to a visitor in a university department. The
interface consists of either a head-worn display with an integrated gaze-tracker or a hand-
held PC that can be pointed towards an interesting object. People and objects in the
view are recognized from the video feed and information related to them is searched from
a database. Retrieved textual annotations are augmented to the view and become part
of the context the user can attend to. Evidence from gaze measurements and speech
recognition is integrated to infer the user’s current interests and annotations that match
those are displayed. Figure 9.2 shows a snapshot of the UI-ART system’s augmented
reality display.

We studied one component of the pilot system, namely prediction of relevance from
gaze patterns, in more detail in [13]. We trained a model to predict importance of objects
in the scenes of a video, as reported by test subjects, based on gaze patterns recorded

Figure 9.2: The augmented reality of the UI-ART system in the Virtual Laboratory Guide
pilot application.
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while the subjects were watching the video. In this feasibility study we observed that gaze
patterns provide useful information in inferring user interest.

If available, behavior of other people on the same or similar task can be an effective
contextual cue. In [14] we introduced a collaborative filtering method that learns a latent
structure both for users and documents. With this two-way generalization the model
is able to make predictions when either new users or new documents are added to the
dataset, unlike earlier state-of-the-art methods.

The Proactive Interfaces research group participates in the Device and Interoperability
Ecosystem (DIEM) research programme of the TIVIT ICT SHOK. The project started
in July 2008 and targets to enable new services and applications that are based on smart
environments that comprise of digital devices containing relevant information for different
purposes. The key is interoperability between devices from different domains. Our group
is involved in the Mobile Mixed Reality (DIEM/MMR) work package together with the
TKK Department of Media Technology, Nokia Research Center (NRC) and Technical
Research Centre of Finland (VTT), among others.

The Image Based Linking project began in 2009. The project aims to provide new
ways to get access to digital services for mobile phones with integrated digital cameras.
This kind of methods can be used for various purposes linking digital information to
the physical world. Possible application areas include outdoor advertising, magazine and
newspaper advertising, tourist applications, and shopping. In the context of the Proac-
tive Interfaces project, the researched technologies enable more sophisticated object and
location recognition for the developed augmented reality applications.
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Taylor. Can eyes reveal interest?—Implicit queries from gaze patterns. User Modeling
and User-Adapted Interaction: The Journal of Personalization Research, 19:307–339,
2009.

[4] Arto Klami, Craig Saunders, Teófilo de Campos, and Samuel Kaski. Can relevance
of images be inferred from eye movements?, pages 134–140. ACM, New York, 2008.
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10.1 Introduction

Work in the field of natural language processing involves several research themes that
have close connections to work carried out in other groups, especially speech recognition
(Chapter 8) and Computational Cognitive Systems groups (Chapter 11). The objective of
this research is to develop methods for learning general-purpose representations from text
that can be applied to the recognition, understanding and generation of natural language.
The results are evaluated in applications such as automatic speech recognition, information
retrieval, and statistical machine translation.

During 2008–2009, our research has concentrated on finding suitable units of repre-
sentations, such as morphemes, constructions, and keyphrases, in an unsupervised and
language-independent manner. In addition, we have organized Morpho Challenges, inter-
national competitions funded by EU’s PASCAL network, where multiple evaluations have
been provided for algorithms for unsupervised morpheme analysis.
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10.2 Unsupervised learning of morphology

In the theory of linguistic morphology, morphemes are considered to be the smallest
meaning-bearing elements of language, and they can be defined in a language-independent
manner. It seems that even approximative automated morphological analysis is beneficial
for many natural language applications dealing with large vocabularies, such as speech
recognition and machine translation. These applications usually make use of words as
vocabulary units. However, for highly-inflecting and agglutinative languages, this leads to
very sparse data, as the number of possible word forms is very high.

Figure 10.1 shows the very different rates at which the vocabulary grows in various
text corpora of the same size. The number of different unique word forms in the Finnish
corpus is considerably higher than in the English ones, for example. In addition to the
language, the size of the vocabulary is affected by the text type.
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Figure 10.1: The number of different word forms (types) encountered in growing portions
of running text (tokens) of various languages and text types.

We have developed language-independent, data-driven methods for the unsupervised
discovery of morphemes. Morfessor [1] is a family of methods that perform segmentation
of words into morpheme-like units. The different versions of Morfessor can be seen as
instances of a general model. The model is strongly inspired by the Minimum Description
Length (MDL) principle, although the later versions have been expressed in Maximum A
Posteriori (MAP) estimation framework [2].

In Allomorfessor, Morfessor has been extended to account for the linguistic phe-
nomenon of allomorphy. In allomorphy, an underlying morpheme-level unit has two or
more surface realizations (e.g., ”day” has an alternative surface form ”dai” in ”daily”).
Recognizing the morpheme-level units should help with applications such as information
retrieval and machine translation. In [3], the initial algorithm was evaluated in Morpho
Challenge 2008 for English, Finnish, German, and Turkish languages, with moderate but
promising results. An improved model performed significantly better in linguistic evalua-
tion [4]. In Morpho Challenge 2009, the new Allomorfessor version performed very well in
all languages and tasks, although the amount of allomorphs found by the algorithm was
still limited [5].
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10.3 Unsupervised discovery of constructions

Construction grammar, originally developed by Charles Fillmore, is a grammatical theory
that is beneficial for Natural Language Processing because it provides tools for modeling
properties of language that traditional theory ignores (for an overview, see [1]). In par-
ticular, the different statistical properties of collocations, multi-word units and idioms are
well known in Natural Language Processing.

Figure 10.2: An illustration of the construction model used in [2].

In [2] we extended previous work in morphology learning into a method for learning
multi-word constructions, as illustrated in figure 10.2. Since the construction grammar
framework is a general one, in [3] we developed a framework for construction learning
problems that includes both learning syntax and morphology.
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10.4 Keyphrase extraction

A language-independent keyphrase extraction method, Likey, was developed as a follow-on
to the earlier language-independent studies. The method utilises statistical analysis of lan-
guage and comparison to a reference corpus, and it has a light-weight preprocessing phase.
Most of the traditional methods for keyphrase extraction are highly dependent on the lan-
guage used and the need for preprocessing is extensive. On the contrary, Likey enables
independence from the language being analysed. It is possible to extract keyphrases from
text in previously unknown language provided that a suitable reference corpus is avail-
able. Likey was tested with 11 European languages, including Germanic and Romance
languages, Greek and Finnish. The evaluation method was based on Wikipedia articles
and their intra-linking. The results were comparable to tf.idf, a statistical term weighting
method. [1] The keyphrases produced by Likey were utilised as features in a web-based
interface for collecting and analysis of information on authors and their publications [2].

A web-based demonstration of Likey is available at http://cog.hut.fi/likeydemo/. The
system highlights keyphrases of a web document written in any of the eleven European
languages. Keyphrases extracted from an article in a French online newspaper Le Monde
are visualized by the demo in Figure 10.3. For example, the American swimmer ”Michael
Phelps” and word pair ”médailles d’or” (English: gold medals) are extracted as keyphrases.

Figure 10.3: Keyphrases extracted by Likey from a French online news article.
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10.5 Morpho Challenge

Morpho Challenge is a series of scientific competition annually organized by Adaptive
Informatics Research Centre for the evaluation of new unsupervised morpheme analysis
algorithms. The challenge is part of the EU Network of Excellence PASCAL Challenge
Program and in 2008 and 2009 organized in collaboration with Cross-Language Evaluation
Forum CLEF.

The objective of the challenge is to design statistical machine learning algorithms that
discover which morphemes (smallest individually meaningful units of language) words
consist of. Ideally, these are basic vocabulary units suitable for different tasks, such as
text understanding, machine translation, information retrieval, and statistical language
modeling. The challenge has sofar been organized four times and the results have been
published in PASCAL and CLEF workshops in Venice 2006 [1], in Budapest 2007 [2], in
Aarhus 2008 [3, 4], and in Corfu 2009 [5].

In the 2009 Morpho Challenge, the evaluation of the submissions have performed by
three complementary ways: Competition 1 : The proposed morpheme analyses were com-
pared to a linguistic morpheme analysis gold standard by matching the morpheme sharing
word pairs [5]. Competition 2 : Information retrieval (IR) experiments were performed,
where the words in the documents and queries were replaced by their proposed morpheme
representations and the search was based on morphemes instead of words. The IR evalu-
ations were provided for Finnish, German, and English and participants were encouraged
to apply their algorithm to all of them. The organizers performed the IR experiments
using the queries, texts, and relevance judgments available in CLEF forum and morpheme
analysis methods submitted by the challenge participants. The results show that the mor-
pheme analysis has a significant effect in IR performance in all languages, and that the
performance of the best unsupervised methods can be superior to the supervised reference
methods. Competition 3 : Statistical machine translation (SMT) experiments were per-
formed, where the words in the source language sentences were replaced by their proposed
morpheme representations and the alignment and translation was based on morphemes
instead of words [5]. To make te results relevant to the state-of-the-art in SMT, the N-
best translation hypotheses of the morpheme-based system were further combined with a
conventional word-based system. The word-based system was trained with the same data,
but keeping the words unsplit, and the combination was performed by using the minimum
Bayes risk combination as in [6]. The experimented language-pairs were Finnish-English
and German-English and the results showed that the best unsupervised methods improve
the baseline word-based system.
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11.1 Introduction

Computational Cognitive Systems group conducts research on artificial systems that com-
bine perception, action, reasoning, learning and communication. This area of research
draws upon biological, cognitive and social system approaches to understanding cogni-
tion. Cognitive systems research is multidisciplinary and interdisciplinary. It benefits
from sharing and leveraging expertise and resources between disciplines. Methodologi-
cally, statistical machine learning, pattern recognition and signal processing are central
tools within computational cognitive systems research. Our research focuses on modeling
and applying methods of unsupervised and semisupervised learning for conceptual mod-
eling, machine translation and multilingual processing, and socio-cognitive modeling. The
general aim is to provide a methodological framework for theories of conceptual devel-
opment, symbol grounding and embodiment, communication among autonomous agents,
situational activity analysis, social simulation, and constructive and expansive learning.

11.2 Summary of collaboration

We have worked in close collaboration with other groups in Adaptive Informatics Research
Centre, lead by Prof. Erkki Oja and Prof. Samuel Kaski, in particular natural language
processing and multimodal interfaces (Dr. Mikko Kurimo and Dr. Jorma Laaksonen). We
have also collaborated with the representatives of Helsinki School of Economics and Uni-
versity of Art and Design Helsinki. The collaboration with Helsinki School of Economics
and National Consumer Research Centre has mainly taken place within Tekes-funded
Kulta project that focuses on modeling and simulation of changing consumer needs. The
project will be described in more detail in the subsequent sections. After 2009, these
universities and Helsinki University of Technology, operate within the merged Aalto Uni-
versity. Helsinki University of Technology will operate as Aalto University School of Sci-
ence and Technology. In Tekes-funded ContentFactory project, we have collaborated with
University of Helsinki and in particular with Dr. Roman Yangarber and Prof. Lauri Carl-
son and their groups. Our specific topic related to multilingual terminology and ontology
learning is described in some detail elsewhere in this report.

An important collaboration arena in the future will be the EIT ICT Labs that is
built upon five co-location centres in Berlin, Eindhoven, Helsinki, Paris, and Stockholm.
European Institute of Innovation and Technology (EIT) has nominated the EIT ICT Labs
as one of its three first Knowledge and Innovation Communities (KIC). In the preparation
of the EIT ICT Labs, Prof. Martti Mäntylä and Prof. Heikki Saikkonen from Helsinki
University of Technology have had a central role. We foresee that this institution will be
an important platform for research collaboration within our research area. With one of the
partners, Deutsche Forschungszentrum für Künstliche Intelligenz (DFKI), we already share
common interest in promoting efficient European communication through the joint EU-
funded Network of Excellence in Technologies for a Multilingual Europe (T4ME). DFKI
will serve as the coordinator of the NoE, lead by Prof. Hans Uszkoreit. The network
will start its work in early 2010. The core consortium consists of twelve partners from
Germany, France, Spain, Italy, Greece, Czech Republic, Finland, Ireland, the Netherlands
and Slovenia, and is coordinated by DFKI, Germany. TKK (Aalto University) is the only
Nordic partner in the consortium.

The group has been active in conducting and developing further international collab-
oration. In September 2008, the group was centrally responsible for organizing the In-
ternational and Interdisciplinary Conference on Adaptive Knowledge Representation and
Reasoning, AKRR’08 [1]. Timo Honkela has given keynote talks “From quantification
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of information to quantification of meaning using socio-cognitive computing” at the 2008
IAPR Workshop on Cognitive Information Processing in Santorini, Greece, and “Con-
ceptual Autonomy of Agents” at the International Conference on Agents and Artificial
Intelligence, ICAART 2009 in Porto, Portugal. As a member of European Neural Net-
work Society exectutive committee, Timo Honkela will serve as the programme co-chair
of International Conference on Artificial Neural Networks 2011 (ICANN’11) and as the
general chair of Workshop on Self-Organizing Maps 2011 (WSOM’11).

Year 2008 was the final year for the multi-national Project MedIEQ in which our group
was actively involved. The project was co-funded by the European Commission under the
Public Health programme. The project was set to pave the way towards the automation
of quality labeling process of medical web sites. Matti Pöllä was our key representative in
the project. Close collaboration with Prof. Eero Hyvönen’s Semantic Computing Research
Group at TKK was also conducted.

In 2009, two researchers and graduate students in our group, Tiina Lindh-Knuutila
and Mari-Sanna Paukkeri, conducted a research visit abroad that lasted half a year. Tiina
Lindh-Knuutila visited the International Computer Science Institute (ICS) at University
of California Berkeley, USA. Mari-Sanna Paukkeri visited the School of Informatics at the
University of Edinburgh, United Kingdom

The group has collaborated with Academician Teuvo Kohonen, for instance, to study
the performance of the Self-Organizing Map (SOM) algorithm in vector quantization [2]
Moreover, we have helped in updating the large SOM bibliography [3].
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11.3 Summary of cognitive systems research areas

Our main research areas are conceptual modeling, machine translation and multilingual
processing, and socio-cognitive modeling. We approach conceptual modeling as a dynamic
phenomenon. Among humans, conceptual processing takes place as an individual and
social process. We attempt to model this dynamic and constructive aspect of conceptual
modeling by using statistical machine learning methods. We also wish to respect the overall
complexity of the theme, for instance, not relying on explicit symbolic representations are
the only means relevant in conceptual modeling. Our machine translation research builds
on the conceptual modeling research as well as on the research on adaptive language
technology.

Socio-cognitive modeling is our newest research area which builds on 1) the experience
and expertise in modeling complex phenomena related to language learning and use at
cognitive and social levels and 2) strong national and international collaboration especially
with the representatives of social sciences and humanities. Socio-cognitive modeling mainly
merges aspects of computer science, social sciences and cognitive science. The basic idea
is to model interlinked social and cognitive phenomena.
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12.1 Introduction

Conceptual modeling is a task which has traditionally been conducted manually. In arti-
ficial intelligence, knowledge engineers have written descriptions of various domains using
formalisms based on predicate logic and other symbolic representations such as seman-
tic networks and rule-based systems. The development of expert systems in 1980s was
a notable example of such efforts. As a modern related attempt, the Semantic Web can
be mentioned. It seems that the complexity and changing nature of most of the domains
makes such formalisms problematic in many real-world applications.

A problem often neglected in symbolic knowledge representation tradition is subjec-
tivity. For us, it seems evident that major portions of individual conceptual systems are
learned. Due to the individual and cultural differences, it is not believable that concepts
could be modeled with static structures without making use of adaptive processes.

Another challenging topic related to conceptual modeling is contextuality. Contex-
tuality is illustrated in Fig. 12.1. Human activity takes normally place in rich contexts
in which the relationship between prototypical meanings of expressions and the situation
may be complex. Phenomena like subjectivity and contextuality serve as motivation for
the research that is described in the following.

Figure 12.1: An illustration of contextual effects in the interpretation of linguistic expres-
sions. There is a prototypical red but the redness of a shirt typically differs considerably
from the redness of skin or wine. In an image, white snow may not altogether be very
white.

The theories of knowledge have traditionally been based on predicate logic and related
methodologies and frameworks. The basic ontological assumption is that the world consists
of objects, events and relationships. The language and the conceptual structures are then
supposed to reflect rather straightforwardly this structure. Learning has been seen as
a means to memorize the mapping from the epistemological domain (to put it simply:
words) into the ontological domain (objects, events and relationships). This view has been
dominant at least partly because of the consistent formalization of the theory through the
use of symbolic logic. Moreover, the use of the von Neumann computer as the model or
metaphor of human learning and memory has had similar effects and has strengthened
the idea of the memory as a storage of separate compartments which are accessed and
processed separately and which are used in storing and retrieving information more or less
as such. [4]

Realistic simulations of the socio-economical and cultural levels are seemingly difficult
to build due to the complexity of the overall system. The richness of human culture
makes it difficult as a phenomenon to model. Moreover, already the world knowledge of
a single human being is so vast that it is difficult to approach it successfully. However,
useful development may be possible by taking into account the aspects presented, e.g., in
[9, 10, 1, 8, 3]. For instance, Vygotsky [10] has stated that “... the world of experience must
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be greatly simplified and generalized before it can be translated into symbols. Only in this
way does communication become possible, for the individual’s experience resides only in
his own consciousness and is, strictly speaking, not communicable.” Later, he continues:
“The relation of thought to word is not a thing but a process, a continual movement back
and forth from thought to word and from word to thought. In that process the relation
of thought to word undergoes changes which themselves may be regarded as development
in the functional sense.” This means in practice that conceptualization is a complex
process that takes place in a socio-cultural context, i.e., within a community of interacting
individuals whose activities result into various kinds of cultural artifacts such as written
texts.

The basic aim in our research group is to provide the means for a more or less auto-
matic process of concept formation. This will facilitate both cost-effective development of
knowledge-intensive systems as well as serve as a good basis for systems that can update
themselves taking into account changes in the domain of interest.

Next we present three specific research areas within conceptual modeling with recent
results. The intersubjective communication model aims at providing a general framework
for explaining how communication between human or artificial agents that have different
conceptual models can be successful and what kind of problems there also may be. We
have also developed a multiagent simulation model of conceptual development. This model
combines probabilistic modeling of concept naming with the self-organization of the un-
derlying conceptual space in an agent population. In the third study, we have conducted
an analysis of philosophy students’ conceptions.
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12.2 Intersubjective communication model

We have recently proposed a theoretical framework for modeling communication between
two agents that have different conceptual models of their current context [5]. We have
described how the emergence of subjective models of the world can be simulated and
what the role of language and communication in that process is. We have considered the
role of unsupervised learning in the formation of agents’ conceptual models, the relative
subjectivity of these models, and the communication and learning processes that lead into
intersubjective sharing of concepts [5].

In this section, we introduce the basic definitions and notation used in our communi-
cation model for two agents. The key concept is the agent’s internal view of its context,
the concept space. The concept space is spanned by a number of features. We can use
the terminology coined by Gärdenfors [2] calling each feature (fi) a quality dimension.
Dimensionalities of the concept spaces can be different for each agent . The concept space
of agent 1 is N -dimensional metric space C1, and for agent 2, C2.

This work has several theoretical and practical implications including the possibility
of approaching interoperability of information systems from a novel point of view. Some
of these implications are discussed next (see the original article [5] for additional details
and references).

The traditional notion of uncertainty in decision making does not cover the uncertain-
ties caused by differences in conceptual systems of individual agents within a community.
We claim that in all transactions including symbolic/linguistic communication the differ-
ences in the underlying conceptual systems play an important role. For instance, serious
efforts have been made to harmonize or to standardize the classification systems used by
business agents, e.g., using Semantic Web technologies. However, even if the standardiza-
tion is conducted, there can not be any true guarantee that all the participating agents
would share the meaning of all the expressions used in the business transactions in various
contexts.

One implication is that in business transactions there should be means for checking
what is a meant by some expressions by an access to a broader context (cf. symbol
grounding). Moreover, rather than relying solely on a standardized conceptual system,
one could introduce mechanisms of meaning negotiation. Before two business agents get
into negotiation about, for instance, the price of some commodity, they should first check
if they agree on what they refer to by the expressions that are used in the negotiation.
This concern is valid both for human and computerized systems, even though humans are
usually capable to conduct meaning negotiations even when they are not aware of it [5].

The harmonization of conceptual systems, such as the creation of ontologies for busi-
ness transactions, has obvious benefits when, for instance, the interoperability of related
information systems is considered. It appears ideal that all systems within some domain
would use similar terminologies and shared ontologies. However, this approach can be
claimed to be idealistic because the continuous change through innovations and other ac-
tivities and the underlying learning processes within the human community lead into the
situation carefully considered in the earlier chapters of this paper. All the agents have a
conceptual system of their own, at least to some degree. Therefore, the harmonization
of the conceptual systems should be considered only as a relative goal. One may aim for
a larger degree of sharing of the conceptual system as before. A central theme is then
to assess the associated benefits and costs. Here we do not try to provide any means to
estimate the benefit of well working harmonized conceptual system implemented, e.g., as
an ontology within the Semantic Web framework [5].

The costs stem from two main sources: the development of a shared conceptual systems
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Figure 12.2: In the intersubjective communication framework, there are two distance
measures ω and λ. ω gives a distance between two points inside the concept space of the
agent, i.e. ω : Ci×Ci → R, i = 1, 2,. λ gives a distance between two points in the concept
spaces of the different agents, i.e. λ : Ci×Cj → R, i (= j. The symbol space S1 of the agent
1 is its vocabulary that consists of discrete symbols. Similarly, the vocabulary of agent
2 consists of symbols S2. An agent i has an individual mapping function ξi that maps
the symbol si ∈ Si to Ci. An agent i expresses each symbol si ∈ Si as a signal d in the
signal space D. The signal space D is multidimensional, continuous and shared between
the agents. Each agent i has an individual mapping function φi from its vocabulary to
the signal space, i.e. φi : Si → D and an inverse mapping φ−i from the signal space to the
symbol space.

and the use of it. The development of an ontology typically consists of defining the concepts
and the relationships between the concepts. The typical stages of an ontology building
process are the following: (1) domain analysis resulting into the requirements specification,
(2) conceptualization resulting into the conceptual model, (3) implementation that leads
into the specification of the conceptual model in the selected representation language, and
(4) the ontology population i.e. the generation of instances and their alignment to the
model that results into the instantiated ontology [5].

The estimation of costs related to the use of ontologies is rather difficult. There are
many kinds of uses of ontologies that require higher or lower degree of familiarity of
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conceptual structures of the domain. A widely cited claims from expertise research is
the 10-year rule, first proposed in relation to expertise development among chess players,
and later generalized to other domains. The essential content of the rule is that anyone
seeking to perform at world-class level in any significant domain must engage in sustained,
deliberate practice in the activity for a period of at least ten years. This figure serves only
as a upper bound of an estimate for a person to learn to master the conceptual content of
a complex domain [5].
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12.3 Multiagent simulation model of conceptual develop-
ment

In [6], we present a model that combines probabilistic modeling of concept naming with
the self-organization of the underlying conceptual space in an agent population. In this
multi-agent simulation framework, we study emergence of a common vocabulary. The self-
organizing map is used for the purpose of transferring sensory perceps into a conceptual
level representations.

In the community of agents, we assume that each agent has its own representation.
While the representations are alike due to similar training data, the representations are
not exactly the same. On top of the concept emergence, we studied shared vocabulary
emergence using a naming game paradigm , in which two agents share a common perceived
context, and they attempt to find a name to match their observation. Each agent matches
the observation to their concept map by finding the best-matching unit for that data
point in the self-organizing map. For that given map unit, each agent then selects the
term to denote that observation based on the maximum likelihood, max(P (C|T )), which is
estimated as the number of successful uses of the term for a given map node, proportional
to all of the successful uses of all the terms in that node. The likelihood is estimated for
all the terms associated with the BMU and for those nodes adjacent to it, and the term
with the highest likelihood is selected and uttered. If no term is found to be associated
with the color or its neighborhood in the self-organizing map, a new term is invented. The
hearer estimates the likelihood P (C|T ) in similar fashion. When a number of games is
played, a common vocabulary emerges in the population.

Figure 12.3: Communication success for N = 2, N = 4 and N = 10 agents in the
population.

Figure 12.3 shows the communication success for two, four and ten agents, each aver-
aged over 10 simulation runs. In the two-agent case, the communication success, the frac-
tion of successful games of the previous hundred games played, rises rapidly to CS = 0.8
and then steadily up to CS = 0.95 during the 10, 000 simulated games. The commu-
nication success for four agents grows slower than in the previous experiment, but still
increases up to CS = 0.86, where it seems to settle. The bigger population size, in the ten-
agent case yields into considerably slower convergence, reaching approximately CS = 0.8
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in 10,000 games.
All the language games are played pair-wise, i.e. only two agents of the whole popu-

lation participate in each game, and other agents have access to the words only through
subsequent language games with the same topic. This means that when the population
size grows, the convergence to common vocabulary is considerably slower. More compet-
ing words for a given topic emerge, and it simply takes longer for each agent to see a
representative subset of the topics.

Figure 12.4: The conceptual memories of the agents in the two-agent simulation. Only
the most probable label for each node is shown.

Figure 12.4 shows the conceptual maps of the two agents in the first experiment. The
colors denote the converged RGB values of the prototype vectors of the map. The map
has organized well and transformations from one color to other are smooth. The eight
prototypical colors used are more prominent, since they are represented more in the data
than the intermediate colors that have resulted from added noise.

When comparing the figures, it is evident that for most prototypical colors there are
one or two words that are preferred: deci is preferred for black or dark, hihi for blue,
fehe for green, hebe for cyan, defebe and gahefa for red, cede for magenta, and babi and
dabide for yellow. For white, the most common word used is gedi, but there are also
competing labels for bluish white, pinkish white and so on because white covers a larger
area in the space. The conceptual memories support the conclusion already visible in the
communication success ratio – that a common vocabulary for the agents has emerged.
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12.4 Analysis of philosophy students’ conceptions

In collaboration with researchers from Helsinki University, Anna-Mari Rusanen, Otto
Lappi and Mikael Nederström, we have used the self-organizing map algorithm to analyze
and visualize the initial conceptions of philosophy students [7].

The general theoretical approach of this study was based on the conceptual change
paradigm. There is a large body of research which shows that novices conceptions do
differ from those of experts, but researchers still remain divided not only about the nature
of those differences, and also the status of novices’ belief systems. Some researchers claim
that novices belief systems are weakly organized systems that are internally inconsistent,
piecemeal and incoherent. Other researchers argue that novice belief systems are not
only internally quite coherent but they may also share the essential properties of scientific
theories.[7]

To obtain information on the students’ conceptions, we used a multiple choice-
questionnaire. The questionnaire included 63 thematically selected items. Three thematic
sets of questions probed (1) the subjects’ ontological commitments with regard to the mind
and the body, (2) hypothetical questions that relate to the possible spatial and temporal
attributes of bodyless minds (3) hypothetical questions that relate to the possible percep-
tual and cognitive attributes of bodyless minds. Each of these conceptual subdomains was
probed with multiple questions, and the students’ responses were examined, coded in the
binary format and used to train a self-organizing map for visualization.[7]

To summarize the results, the overall structure of the map suggests that the students
do not share a clear and coherent set of beliefs on the spatiotemporal attributes of an
immaterial mind, whereas in the case of sensory and cognitive capacities they are quite
consistent. The question of internal coherence of this recurring set of belief remains an
open question, however. The SOM map cannot address this question directly. However,
it does show that if the students are incoherent, they are consistently incoherent in the
same way.[7]
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Jaakko J. Väyrynen, Sami Virpioja, Timo Honkela, Mikko Kurimo, Marcus
Dobrinkat, Tero Tapiovaara, Tommi Vatanen

167



168 Learning to translate

13.1 Introduction

Our research on multilinguality and machine translation (MT) uses novel methods that
are based on adaptivity. An MT system is learning to translate rather than needs to be
programmed to do so. The advances in statistical machine translation have shown that
the adaptive paradigm can help in reducing the system development costs dramatically.
However, these systems rely on representations that do not capture many relevant lin-
guistic aspects, neither take into account the wealth of knowledge that is known about
human cognitive processes related to natural language understanding, translation and
interpretation.

13.2 Analysis of complexity of European languages

We have studied differences between the European Union languages using statistical and
unsupervised methods [8]. The analysis has been conducted at different levels of language
including lexical, morphological and syntactic levels. Our premise is that the difficulty
of the translation could be perceived as differences or similarities in different levels of
language. Two approaches were selected for the analysis. A Kolmogorov complexity based
approach was used to compare the language structure in syntactical and morphological
levels. A morpheme-level comparison was conducted based on an automated segmentation
of the languages into morpheme-like units.

13.3 Learning interlingual mappings

We have also developed an approach for finding interlingual mappings using the Self-
Organizing Map (SOM) algorithm [4]. The semantic or conceptual space is explicitly
modeled in the SOM-based approach. This can be constrasted with the commonly
used Bayesian approach. This approach resembles, to some degree, the idea of using a
knowledge-based interlingua in machine translation. The underlying philosophical assump-
tions about knowledge are, however, quite different. In a knowledge-based interlingua, the
semantics of natural language expressions are typically represented as propositions and
relations in symbolic hierarchical structures. The SOM can be used to span a continuous
and multidimensional conceptual space in a data-driven manner. Moreover, the approach
provides a natural means to deal with multimodal data (cf. [9]).
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13.4 Applying morphology learning to statistical machine
translation

Languages of rich morphology pose a problem for statistical machine translation methods,
which usually apply words as the smallest units of translation. We have studied how un-
supervised learning of morphology (see Section 10.2) can be used to help in the task. In
a joint work with University of Cambridge [3], automatic morphological segmentations by
Morfessor [1] were shown to improve the translations provided by the well-known Moses
system [6]. The approach combines individual translation models that use alternative
morphological decompositions using Minimum Bayes Risk decoding. Statistically signifi-
cant improvents were obtained for two tasks: Arabic to English task, where two different
morphological analyses were applied for Arabic, and Finnish to English, where word-based
model was combined with one where Morfessor was applied for Finnish. The method was
applied also in the machine translation tasks of Morpho Challenge 2009 (see Section 10.5).

13.5 Experiments in speech-to-speech machine translation

In a join effort with Speech Recognition (Ch. 8) and Natural Language Processing (Ch.
10) groups, we conducted experiments with speech-to-speech machine translation from
Finnish to English [2]. The experiment is described in detail in Section 8.4.

13.6 Automatic machine translation evaluation

The feasibility of normalized compression distance as an automatic machine translation
evaluation measure has been investigated [10]. The examined distance metric is based on
an approximation of the Kolmogorov complexity between translated text and a reference
translation. Compared to many state-of-the-art automatic measures, normalized compres-
sion distance is theoretically justified while providing competitive correlation to human
judgments,.
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Figure 13.1: Illustration of differing conceptual densities of two agents having a 2-
dimensional quality domain. Points mark the locations of the prototypes of concepts.
Lines divide the concepts according to Voronoi tessellation. Both agents can discriminate
an equal number of concepts, but abilities of the agent B are more focused on the left half
of the quality dimension 1, whereas agent A represents the whole space with rather equal
precision.

13.7 Within-language translation

The research related to machine translation includes also within-language translation ac-
tivities. The basic idea is to conduct translation or paraphrasing between two different
ways using the same language. In a preparatory study towards this direction, automated
classification into layperson and expert use of medical language was conducted using the
SVM (support vector machine) method [7].

In general, to provide motivation for this line of research, two persons may often have
very different conceptual density related to a topic under consideration. For instance, in
Fig.13.1 person A has a rather evenly distributed conceptual division of the space, whereas
person B has a more fine-grained conceptual division on the left side of the conceptual
space, but has lower precision on the right side of the space [5].

If some agents speak the same language, many of the symbols and the associated con-
cepts in their vocabularies are the same. A subjective conceptual space emerges through
an individual self-organization process. The input for the agents consists of perceptions of
the environment, and expressions communicated by other agents. The subjectivity of the
conceptual space of an individual is a matter of degree. The conceptual spaces of two in-
dividual agents may be more or less different. The convergence of conceptual spaces stem
from two sources: similarities between the individual experiences (as direct perceptions
of the environment) and communication situations (mutual communication or exposure
to the same linguistic/cultural influences such as upbringing and education, and artifacts
such as newspapers, books, etc.) [5]. In a similar manner, the divergence among concep-
tual spaces of agents is caused by differences in the personal experiences/perceptions and
differences in the exposure to linguistic/cultural influences and artifacts. These aspects
are handled in more detail in the section on socio-cognitive modeling 14.
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14.1 Introduction

Socio-cognitive modeling is a new research area that merges aspects of computer science,
social sciences and cognitive science. The basic idea is to model interlinked social and
cognitive phenomena. Our focus has traditionally been in modeling individual cognition
that learns and uses language, or in building models of language using statistical machine
learning methods. Already for a long time, we have been interested in language and
its use as a dynamic phenomenon rather than as a static structural object. Thereafter,
we have widened our interest to language as a socio-cultural phenomenon that encodes
human knowing and further to other socio-cognitive phenomena, however often related
to language. In other words, cognition and intelligent activity are not only individual
processes but ones which rely on socio-culturally developed cognitive tools. These include
physical and conceptual artifacts as well as socially distributed and shared processes of
intelligent activity embedded in complex social and cultural environments [5].

At the socio-cultural level, humans create and share conceptual artifacts such as sym-
bols, words and texts. These are used as mediators between different minds. In com-
municating and sharing knowledge, individuals have to make a transformation between
their internal representation into an explicit representation to be communicated and vice
versa, as Vygotsky pointed out already in the 1930s. The internalization and externaliza-
tion processes take place as a continuous activity. In externalization, the internal view is
externalized as explicit and shared representations. Vygotsky also investigated child devel-
opment and how this was guided by the role of culture and interpersonal communication
[19]. He observed how higher mental functions develop historically in cultural groups and
individually through social interactions. The specific knowledge gained by children repre-
sents the shared knowledge of a culture including the social norms, e.g., related to language
use. In our research, we are interested how norms emerge, evolve, and disintegrate at a
sociocultural level, how the norms are internalized and externalized by individuals, how
they are followed or occasionally deliberately not followed, and how they are implicitly
represented in linguistic expressions and explicitly represented as externalized rules.

One approach in socio-cognitive modeling is social simulation. It aims at exploring
and understanding of social processes by means of computer simulation. Social simulation
methods can be used to to support the objective of building a bridge between the qualita-
tive and descriptive approaches used in the social sciences and the quantitative and formal
approaches used in the natural sciences. Collections of agents and their interactions are
simulated as complex non-linear systems, which are difficult to study in closed form with
classical mathematical equation-based models. Social simulation research builds on the
distributed AI and multi-agent system research with a specific interest of linking the two
areas. The research area of simulating social phenomena is growing steadily (see, e.g.,
[18]).

In Kulta project, we have been modeling and simulating the changing needs of con-
sumers in collaboration with Helsinki School of Economics (including Prof. Mika Pantzar,
Prof. Raimo Lovio and his group, and Aleksi Neuvonen) National Consumer Research
Center (Dr. Tanja Kotro, and Mikael Johnson). The project, funded by Tekes, ends
during spring 2010 but many results are already available including [10, 11, 15, 13]. Also
some other results have been partially based or connected to the Kulta project including
[7]. As an interdisciplinary effort, a wide range of methodologies has been developed,
refined and/or applied. These have summarized in Fig. 14.1. In addition to the research
partners, the network has included collaborators from various sectors: information and
communications technology (Nokia), energy (Helsingin Energia), gaming (Finland’s Slot
Machine Association), and consultancy (Pöyry).
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Figure 14.1: A schematic diagrams of the means used in Kulta project for obtaining
understanding on changing consumer needs.

A central theoretical starting point in Kulta project has been practice theory as for-
mulated by Prof. Mika Pantzar and Prof. Elisabeth Shove. In their theory, it is assumed
that practices consist of three basic elements: material (materials, technologies and tan-
gible, physical entities), image (domain of symbols and meanings), and skill (competence,
know-how and techniques) [16, 17]. Practices come into existence, persist and disappear
when links between these foundational elements are made, sustained or broken: material,
image and skill co-evolve. The disintegration of the links leads into fossilization [16, 17].

In the following, we describe several areas of our research related to socio-cognitive
modeling. Modeling expertise is considered both at individual and social level as well
as in its implicit and explicit forms. Based on the results of a collaboration effort with
Prof. Kai Hakkarainen’s group from University of Helsinki, we present how development
of knowledge structures in the web can be grounded on evolving knowledge practices and
tools supporting them. This area of research is nowadays coined with the term “pragmatic
web”. The development of a social simulation model based on practice theory is also
described. We continue by reporting four results on analyzing complex socio-cognitive
phenomena and data. First, we discuss in some detail how text mining based on the
self-organizing map can be used to support qualitative research. Second and third, based
on the collaboration in Kulta project especially with Dr. Tanja Kotro, we describe means
for analyzing consumer data and supporting democratic innovation in organizations by
collecting and analyzing observations, ideas and questions. Fourth, we present an analysis
of the relationship between the popularity of political parties in parliamentary elections
and the socio-economic situation in Finland between 1954 and 2003.
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14.2 Modeling expertise at individual and social level

Finding ways in which communities of experts can benefit from each other is a question
shared by the machine learning community and social sciences alike. Considerable re-
search in machine learning methods has shown that communities of experts can provide
consistently better classifications and decisions than single experts in various tasks and
domains.

In our research, we have extended the perspective on communities of experts to cover
the wider context of socio-cognitive research. In particular, we consider how the formation
and use of expertise relates to the modeling of concept formation, integration and use
in human and artificial agents. We have presented a methodological framework for the
computational modeling of these phenomena with a specific emphasis on unsupervised
statistical machine learning of heterogeneous conceptual spaces in multi-agent systems [7].

We consider different computational models that have been used to represent individual
expertise. In particular, we make a distinction between explicit representations (such as
rule systems) and implicit representations (such as artificial neural networks [7].

It seems that an individual’s rationality is an adaptive tool that does not follow (only)
the principles of symbolic logic or probability theory as such, but includes various “cog-
nitive survival strategies”, such as a collection of heuristics as pointed out, for instance,
by Gerd Gigerenzer and his colleagues [3]. The difference between explicit and implicit
knowledge is usually defined by referring to language. If knowledge is represented as in-
terpretable linguistic expressions, it is considered to be explicit, otherwise implicit. Com-
putational intelligence methods such as neural networks and statistical machine learning
have provided models of implicit (unconscious, intuitive) understanding [7]. The nature
of knowing also depends on the source of experience on the concept or topic (direct versus
indirect), illustrated in Fig. 14.2.

Figure 14.2: An illustration of different sources of knowing i.e., direct experience, written
information, and numerical information.

The social level of expertise refers to competencies that arise from social interaction,
knowledge sharing, and collective problem solving ([5]. Cognition and intelligent activity
rely on socio-culturally developed cognitive tools. These include physical and concep-
tual artifacts as well as socially distributed and shared processes of intelligent activity
embedded in complex social and cultural environments [5]. Expertise at the social level
is constituted in interaction between individuals, communities, and larger networks sup-
ported by cognitive artifacts.

When a community of conceptually heterogeneous human experts collaborate in order
to solve challenging problems, for instance, in the environmental, health or consumer do-
mains, they are likely to encounter a number of knowledge-related challenges [1]. Some of
these challenges stem from differences in the conceptual systems of the individual experts.
These kinds of situations call for means of highlighting the conceptual differences and
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resolving the resulting communication blocks. We present three strategies for this. These
three strategies are, in order of increasing complexity, a) clarifying naming conventions,
b) visualizing differences in conceptual density, and c) providing augmenting data that
mediates between the different conceptual systems [7].

Communication across borders of expertise in collaborative problem solving efforts can,
in principle, be achieved in two ways: (1) by bringing forth a combination of the opinions
of the experts by, e.g., voting, or (2) by a more involved sharing or integration of expertise
and experience at the conceptual level [7]. A particular form of sharing expertise is sharing
prototypes. This refers to a process in which an expert communicates prototypical cases
to the other expert. In the methodological context of the self-organizing map and other
prototype-based conceptual models, prototype sharing means transmitting a collection of
model vectors [7].
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14.3 Knowledge practices and pragmatic web

We have collaborated with University of Helsinki and the Knowledge-Practices Laboratory
project in which 22 organizations from 15 European countries take part. This integrating
project (IP), coordinated by Prof. Kai Hakkarainen’s research group. The semantic
web has been the general foundation of KP-Lab project, but it also addresses practice-
based issues extending mere semantic considerations and highlighting the importance of
examining the boundaries of the semantic and pragmatic webs. This has been the central
area of common interest for Hakkarainen’s research group and the computational cognitive
systems group [4].

The Pragmatic Web consists of the tools, practices and theories describing why and how
people use information. In contrast to the Syntactic Web and Semantic Web the Pragmatic
Web is not only about form or meaning of information, but about social interaction which
brings about e.g. understanding or commitments.

The transformation of existing information into information relevant to a group of
users or an individual user includes the support of how users locate, filter, access, process,
synthesize and share information. Social bookmarking is an example of a group tool,
end-user programmable agents are examples of individual tools

In the context of the pragmatic web, creating, using, and developing knowledge rather
than mere transmission of information or social exchange becomes the central concern.
So far, discourses concerning the pragmatic web have, however, mainly addressed contex-
tual aspects of using information by diverse communities of practice. Also highlighted
have been various processes of negotiation of meaning which take place in the context of
knowledge usage [8].

The pragmatic web may elicit knowledge creation by 1) providing a technological infras-
tructure for augmenting the functioning of more or less distributed epistemic communities,
2) facilitating automated analysis and interpretation of large bodies of data generated by
the users, and 3) adapting to and coevolving with human knowledge practices. Knowledge
practice refers to personal and social practices related to working with knowledge. Current
theories of social practices highlight both the inseparability of knowing and doing and the
creative and improvisational aspect of practice. Here the term “knowledge” is used in the
broadest sense, to include explicit official discourses, implicit habits of expert working;
and further yet to that which underlies the competencies of experts, for example, so called
“procedural knowledge”.

An essential factor in pragmatics is context. When the semantic level is dealt with in
a context-free manner, investigators tend to focus on prototypical meanings. Resulting
models consist of a set of entities and relations connecting those entities. In their actual
use at the pragmatic level, meanings are imprecise and changing, biased at any moment by
the particular social and external context. The contextual process of meaning attribution
is simultaneously both socio-cultural and cognitively subjective [8]. While the semantic
web has been preoccupied with standardization of knowledge and systems of knowledge
based on ontologies determined mainly by experts beforehand, the envisioned pragmatic
web is oriented toward adapting to the special needs of customers and user communities.
Rather than simply assimilating to already existing knowledge ontologies, the vision is to
engage user communities in active negotiation and interpretation of meaning and to the
development of knowledge structures grounded on their evolving practices and epistemic
pursuits.
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14.4 Social simulation and ensemble models

Agent-based social simulation has provided the scientists a promising tool for analyzing
social phenomena without costly real-life experiments. Recently, massive sources of social
data have also started to become available. In [13] we explore the possibilities of social
simulation in demonstrating the practice theory of social sciences. We present a stochastic
multiagent simulation framework for modeling the diffusion of practices among a group
of agents. The evolution of the system state in the high-dimensional space of practices is
visualized and analyzed using the SOM.

In general, the agents implement stochastic behavior based on their individual rep-
resentations of beliefs, utilities and context. Ensembles of such agents are simulated for
stochastic forecasting of state distributions of the modeled phenomenon. Our goal has
been to build a framework that can handle incomplete data and probabilistic interaction
models. Based on the framework, we propose a recommender system that combines the
traditional collaborative filtering and content-based methods. To evaluate the framework
and the recommender system, we applied it to music listening data from the Last.fm
service.[13]

In collaboration with Dr. Amaury Lendasse in AIRC and colleagues, we have investi-
gated the application of adaptive ensemble models of Extreme Learning Machines to the
problem of one-step ahead prediction in (non)stationary time series [6]. This research is
described more in detail elsewhere in this report.

14.5 Text mining in qualitative research

Text mining using the SOM presents an interesting methodological opportunity for qualita-
tive research. Qualitative researchers aim to gather rich understanding of human behavior
and the reasons for the behavior. In qualitative research, small but focused samples are
therefore more often used, rather than large samples. We have argued that the SOM is
particularly efficient in improving inference quality within qualitative research, with regard
to both confirmatory and exploratory research [9]. Within the theory-driven or deductive
mode of qualitative research, the SOM can be used to test the adequacy of conceptual
frameworks created before the analysis of the data. In the data-driven or inductive mode,
the SOM can be applied in creating emerging category systems describing and explaining
the data.

The SOM (and related methods) can be considered as a quantitative method or re-
search tool that is particularly well suited to the aim of respecting complexity rather than
trying to do away with it. The SOM can produce not only one but a multitude of perspec-
tives on some data. In relation to very large data sets of the kind, some of these multiple
perspectives might be such that no human would, even in principle, be able to produce
them. This follows from the fact that the computational method can be used to process
writings or sayings of thousands or even millions of persons, something that is beyond the
scope of any individual researcher. Yet applying the SOM allows us access to potentially
highly relevant and novel categories and patterns that “really are there,” even if we do not
as yet know it. This would appear to be particularly true when it comes to various non-
conscious categorizations. Thus, it would appear that applying the quantitative method
of the SOM could take us even beyond situational analysis in that it is capable of revealing
subconscious operations of the human mind, which the consciously operating human mind
of the situational analyst will never be able to discover [9]. In general, a cartographer of
social life can greatly benefit from taking the text mining results into account.
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14.6 Analysis of consumer data

In [10] we present the concept of ’open data’: a kind of consumer data produced by
the consumers themselves from their perspective and for their own purposes that is not
intended to be used primarily as consumer data. It is shared publicly in such a way that it
can be used as basis for the business and nonprofit organizations in their quest for novelty
and understanding of changing consumer trends, also for the benefit of the consumers
themselves. We discuss and analyze three cases of opportunities brought by open data:
web enhanced brand communities, the weak signals approach and conceptual mapping,
which is in its early phase of development.

14.7 Supporting democratic innovation in organizations

When talking about innovations in organizations, our aim is to put the power to innovate
in the hands of the people in organizations. We have developed a concept of a tool to
support innovative open practices within organizations and to avoid problems often noticed
in organizational practice, such as problems in sharing understanding about consumers
and markets, and lack of creating organizational memory. [11] The tool is called Note
and it helps with the problems of vanishing organizational memory, disappearing or badly
accessible notes, and wide range of ideas that are hard to be organized. Note is a shared
electronic noteboard where the employees of a company write down their observations,
ideas and questions. The underlying data processing system processes the notes and
links similar or related ideas together. The text processing is carried out by statistical
text mining methods. The notes are short, about 1–20 words each, and they may be
written in any language for which there is also textual background material available. The
background material is used as a sample of general language for the clustering methods. [15]
A demo version of the tool and its data processing methods has been implemented.
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14.8 Analysis of political popularity patterns

The complex phenomena of political science are typically studied using qualitative ap-
proach, potentially supported by hypothesis- driven statistical analysis of some numerical
data. We have examined the use of the self-organizing map in this area and explored
the relationship between parliamentary election results and socio-economic situation in
Finland between 1954 and 2003 [14]. In the following, we discuss some of the specific
results and findings. The variable maps (or component planes, as they are traditionally
called) show the distribution of each separate variable on the map. These are presented
in Fig. 14.3.

It is commonly believed that being in the government will cause a popularity reduction
in the next election. According to our analysis, this is true for the four largest parties:
Centre Party (KESK), Social Democratic Party (SDP), National Coalition Party (KOK)
and Left Alliance (LEFT). This observation is not however valid for the other parties.
There is a strong negative correlation between the Centre Party (KESK) and inflation
(COLI(T), COLI(T-1) and COLI(T-2)). During high unemployment the popularity of the
Centre Party has been decreasing and during low unemployment it has been increasing.
The Centre Party’s position as the largest party that has been many times in the govern-
ment could cause these findings. Voters have punished it because of unfavorable economic
situations or developments. The popularity of the National Coalition Party (KOK) has
the same feature as the popularity of the Centre Party. During high unemployment it
has been decreasing and during low unemployment it has been increasing. During the
existence of the Green League (GREENS) the approval ratings of the Social Democratic
Party and the Greens have had negative correlation. The popularity of the Left Alliance
(LEFT) has been decreasing within the whole period of the study.[14]

A change that took place in the late 1970s is clearly discernable. Many dependences
between variables changed their features. Correlations turned from negative to positive
and vice versa. For example, turnout has a positive correlation with the Change of Gross
Domestic Product per Capita (CGDP(T), CGDP(T-1) and CGDP(T-2)) in the 1950s and
1960s. In the 1990s and 2000s, there is, on the contrary, a negative correlation. Earlier
economic growth has potentially provided possibilities to be politically active and later it
has made people negligent.[14]
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Figure 14.3: The variable maps of all variables used in the study. The acronyms for the
political parties are as follows: KESK: Centre Party of Finland, SDP: Social Democratic
Party of Finland, KOK: National Coalition Party, VAS: Left Alliance, GREENS: Green
League, KD: Christian Democrats in Finland, RKP: Swedish People’s Party, PS: True
Finns, and LIB: Liberals. National economic conditions are analyzed using four measure-
ments: Change of Cost of Living Index (COLI), Unemployment Rate (UNEM), Change
of Gross Domestic Product per Capita (CGDP), and Change of Total Consumption per
Capita (CCONSUM). These four monetary values are transformed into constant prices of
the year 2000. For each measurement, there are three variables included in the data: the
first at elections year (marked with COLI(T), UNEM(T), CGDP(T), and CCONSUM(T)),
the second at a year before elections (marked with COLI(T-1), etc.) and the third at two
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15.1 Introduction

Artificial immune systems, motivated by the natural immune principles, are emerging to
overcome the limitations of conventional model-based techniques in combating with the
uncertainties, vagueness, and high-dimensions of real-world problems.

In a collaboration project, lead by Professor Seppo Ovaska from the Institute of Intelli-
gent Power Electronics of TKK, we have been investigating the fusion of artificial immune
systems and soft computing [4] with an application in text data mining [5].

15.2 Anomaly detection

The task of detecting anomalies in a collection of data is one of the primary research
topics of immunology-inspired engineering. Biological immune systems have evolved into
various successfull mechanisms for detecting bacteria and viruses while having no prior
information on them. Correspondingly, immunology-inspired anomaly detection attempts
to mimic these mechanism to develop classification algorithms for anomaly detection.

In [3] we have introduced a method for applying a negative selection algorithm to
anomaly detection in textual data. The sparsity of discrete sequential data, such as
written language, is decreased by analyzing individual character frequencies in a subset
of the corpus. We use a collection of Wikipedia articles to show how little information on
the original article is needed to detect and locate the changed parts.

The use of generative statistical models has also been the topic of recent research on
text anomaly detection. In [1] we have augmented the mixture model scheme by Stibor
[2] for arbitrary strings into a mixture-of-multinomials model. Aside from text mining,
the presented method for anomaly detection is applicable for other types of symbolic
sequential data such as gene and protein sequence analysis. We also compare the use of
such generative models with the one-class support vector machine.
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[1] Matti Pöllä. A Generative Model for Self/Non-Self Discrimination in Strings. Proceed-
ings of ICANNGA’09: International Conference on Adaptive and Natural Computing
Algorithms, pages 293-302. Springer-Verlag, April 2009.

[2] Thomas Stibor. Discriminating Self from Non-Self with Finite Mixtures of Multivari-
ate Bernoulli Distributions. Proceedings of Genetic and Evolutionary Computation
Conference, pages 127-134. ACM Press, 2008.
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16.1 Data analysis in industrial operator support

Miki Sirola, Jukka Parviainen, Jaakko Talonen, Golan Lampi, Teemu Poikela,
Eimontas Augilius

Early fault detection with data-analysis tools in nuclear power plants was one of the main
goals in NoTeS2-project (test case 4) in TEKES technology program MASI. The industrial
partner in this project was Teollisuuden Voima Oy, Olkiluoto nuclear power plant. Data
analysis was carried out with real failure data, training simulator data and design based
data, such as data from isolation valve experiments. A control room tool, visualization
tools and various visualizations were developed.

Fault dynamics and dependencies of power plant elements and variables was inspected
to open the way for modelling and creating useful statistics to detect process faults. In
our research we succeeded to use data mining to learn from industrial processes and find
out dependencies between variables by Principal Component Analysis (PCA) and Self-
Organizing Map (SOM). Also a segmentation method was developed to detect automati-
cally different process states of stored datasets.

An adaptive model was developed to primary circulation system to detect leakage in
steam lines. A fault was defined as an unpermitted deviation of the variable. Also K-means
clustering in time was used for monitoring and detecting pre-stage of process fault [1].

When fault or its pre-stage is detected, current process state should be diagnosed and
operators should be informed efficiently. Process monitoring was improved by concepts
of generated control limits and alarm balance. All these fault detection and diagnosis
methods were programmed with Matlab. Data Management Tool (DMT) is an interface
for off-line analysis of stored Olkiluoto datasets including preprocessing, variable selection
and other developed methods, see Figure 16.1.

Figure 16.1: DMT User Interface.
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Decision support prototype DERSI for failure management in nuclear power plants
was developed [2]. It is a control room tool for operator or analysis tool for expert user. It
combines neural methods and knowledge-based methods. DERSI utilizes Self-Organizing
Map (SOM) method and gives advice by rule-based reasoning. The operator is provided
by various informative decision support visualizations, such as SOM maps for normal data
and failure data, state U-matrix, quantization error for both component level and state
U-matrix, time-series curves and progress visualizations. DERSI tool has been tested in
fault detection and separation of simulated data.

All visualizations developed in the project are collected for making a first proposal for
wide monitoring screens in [3]. Industrial applications by using SOM are presented in [4].
Also a seminar course on this topic was held in the autumn term 2009.
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16.2 Cellular network optimization

Kimmo Raivio, Pasi Lehtimäki

Structure of mobile networks gets more and more complicated when new network tech-
nologies are added to the current ones. Thus, advanced analysis and tuning methods are
needed to optimize the performance of the network. Adaptive methods can be utilized, for
example, to detect anomalous behavior of network elements [3] and to adjust configuration
parameters of the network [1].

In order to automate the configuration parameter optimization, a computational
method to evaluate the performance of alternative configurations must be available. In
data-rich environments like cellular networks, such predictive models are most efficiently
obtained with the use of past data records.

In blocking prediction, the interest is to compute the number of blocked requests at
different conditions. This can be based on the use of well known Erlang-B formula. The
expected value for the number of blocked requests is obtained by multiplying the number
of arriving requests with the blocking probability, leading to B = λp(Nc|λ, µ,Nc). The
expected value for the congestion time is C = p(Nc|λ, µ,Nc) and the expected value for
the number of channels in use is M =

∑Nc
n=0 np(n|λ, µ,Nc).

In [1], it was shown that the Erlang-B formula does not provide accurate predictions for
blocking in GSM networks if low sampling rate measurements of arrival process are used
in the model. More traditional regression methods can be used for the same purpose with
the assist of knowledge engineering approach in which Erlang-B formula and regression
methods are combined. With the use of Erlang-B formula, the dependencies between
B, C and M that remain the same in each base station system need not be estimated from
data alone. The data can be used to estimate other relevant and additional parameters
that are required in prediction. In this research, a method to use Erlang-B formula and
measurement data to predict blocking has been developed. The regression techniques are
used to estimate the arrival rate distribution describing the arrival process during short
time periods. The Erlang-B formula is used to compute the amount of blocking during
the short time periods.

Suppose that the time period is divided into Ns segments of equal length. Also, assume
that we have a vector λ = [0 1∆λ 2∆λ . . . (Nλ− 1)∆λ] of Nλ possible arrival rates per
segment with discretization step ∆λ. Let us denote the number of blocked requests during
a segment with arrival rate λi with Bi = λip(Nc|λi, µ,Nc), where p(Nc|λi, µ,Nc) is the
blocking probability given by the Erlang distribution. Also, the congestion time and the
average number of busy channels during a segment with arrival rate λi are denoted with
Ci = p(Nc|λi, µ,Nc) and Mi =

∑Nc
n=0 np(n|λi, µ,Nc). In other words, the segment-wise

values for blocked requests, congestion time and average number of busy channels are
based on the Erlang-B formula.

Now, assume that the number of segments with arrival rate λi is θi and
∑

i θi = Ns.
Then, the cumulative values over one hour for the number of requests T , blocked requests
B, congestion time C and average number of busy channels M can be computed with
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θNλ




=





T
B
C
M



 (16.1)

or in matrix notation Xθ = Y.
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Now, the problem is that the vector θ is unknown and it must be estimated from the
data using the observations of Y and matrix X which are known a priori. Since the output
vector Y includes variables that are measured in different scales, it is necessary to include
weighting of variables into the cost function. By selecting variable weights according to
their variances estimated from the data, the quadratic programming problem

minθ

{
1
2
θTHθ + fT θ

}
(16.2)

w.r.t 0 ≤ θi ≤ Ns, i = 1, 2, ..., Nλ, (16.3)
Nλ∑

i=1

θi = Ns (16.4)

is obtained where f = −XTWTWY and H = XTWTWX include the weighting matrix
W. In other words, the goal is to find the vector θ that provides the smallest prediction
errors for variables T, B, C and M .

The optimization problem could be solved for each of the Nd observation vectors sep-
arately, leading to Nd solution vectors θ for hour h. Since we are interested in long-term
prediction of blocking, we should somehow combine the solution vectors so that behavior
common to all solution vectors are retained and non-regular properties of the demand are
given less attention.

Using probabilistic models solutions of different arrival rates can be combined. At
first the total number of arrived requests is estimated from probabilities of observing a
segment with certain arrival rate. The same model can be used to map segment-wise
blocking candidates to the total number of occurrences of blocked requests during one
period. Similarly, the cumulative values for the average number of busy channels and the
congestion time can be computed [2].
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17.1 Introduction

Amaury Lendasse

What is Time series prediction? Time series prediction (TSP) is a challenge in
many fields. In finance, experts forecast stock exchange courses or stock market indices;
data processing specialists forecast the flow of information on their networks; producers
of electricity forecast the load of the following day. The common point to their problems
is the following: how can one analyze and use the past to predict the future? Many
techniques exist: linear methods such as ARX, ARMA, etc., and nonlinear ones such as
artificial neural networks. In general, these methods try to build a model of the process.
The model is then used on the last values of the series to predict the future values. The
common difficulty to all the methods is the determination of sufficient and necessary
information for an accurate prediction.

A new challenge in the field of time series prediction is the Long-Term Prediction:
several steps ahead have to be predicted. Long-Term Prediction has to face growing
uncertainties arising from various sources, for instance, accumulation of errors and the
lack of information.

Our contributions in TSP research. The TSP group is a new research group.
It has been created in 2004. A notable achievement has been the organization of the
first European Symposium on Time Series Prediction (ESTSP’08) on September 2008
in Porvoo [1]. For this symposium, a time series competition has been organized and a
benchmark has been created.

In the reporting period 2006 - 2007, TSP research has been established as a new
project in the laboratory. Nevertheless, TSP research has already been extended to a new
direction: Chemoinformatics.

This Chapter starts by introducing some theoretical advances undertaken during the re-
porting period, including the presentation of the ESTSP’08 competition. Also the problem
of input selection for TSP is reported. The applications range includes Chemoinformatics.

In 2010, as we believe that i’The Times They Are A-Changin”, the TSP group will
evolve and will become the ”Environmental and Industrial Machine Learning Group”.
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17.2 European Symposium on Time Series Prediction

Amaury Lendasse, Olli Simula and Timo Honkela

Introduction

Time series forecasting is a challenge in many fields. In finance, one forecasts stock ex-
change courses or stock market indices; data processing specialists forecast the flow of
information on their networks; producers of electricity forecast the load of the following
day. The common point to their problems is the following: how can one analyze and use
the past to predict the future? Many techniques exist including linear methods such as
ARX or ARMA, and nonlinear ones such as the ones used in the area of machine learning.
In general, these methods try to build a model of the process that is to be predicted. The
model is then used on the last values of the series to predict future ones. The common
difficulty to all methods is the determination of sufficient and necessary information for
a good prediction. If the information is insufficient, the forecasting will be poor. On the
contrary, if information is useless or redundant, modeling will be difficult or even skewed.
In parallel with this determination, a suitable prediction model has to be selected. In order
to compare different prediction methods several competitions have been organized, for ex-
ample, the Santa Fe Competition, the CATS Benchmark Competition and the ESTSP’07
Competition.
After the competitions, their results have been published and the time series have be-
come widely used benchmarks. The goal of these competitions is the prediction of the
subsequent values of a given time series (3 to 100 values to predict). Unfortunately, the
long-term prediction of time series is a very difficult task. Furthermore, after the publica-
tion of results, the real values that had to be predicted are also published. Thereafter, it
becomes more difficult to trust in new results that are published: knowing the results of a
challenge may lead, even unconsciously, to bias the selection of model; some speak about
”data snooping”. It becomes therefore more difficult to assess newly developed methods,
and new competitions have to be organized.
This text is based on papers presented at the joined ESTSP’08 (European Symposium
on Time Series Prediction) [1] and AKRR’08 (Adaptive Knowledge Representation and
Reasoning) conferences. This shared event took place in Porvoo, Finland, from 17th to
19th of September, 2008. The goal of joining these conferences was to create an interdis-
ciplinary forum for researchers who may widen their scope of attention beyond the usual
scope of research. The crossfertilization took place, for instance, by offering the atten-
dees shared keynote talks. Prof. Marie Cottrell (Paris University 1) gave a talk on data
analysis using Self-Organizing Maps. Prof. José Pŕıncipe (University of Florida) described
information theoretic learning and kernel methods. Dr. Harri Valpola (Helsinki University
of Technology) explained how to extract abstract concepts from raw data using statistical
machine learning methods. One specific shared theme of interest was anticipation, i.e.,
how an agent makes decisions based on predictions, expectations, or beliefs about the
future. Anticipation is an important concept when complex natural cognitive systems are
considered.
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ESTSP’08 Competition

The goal of the ESTSP’08 competition was to predict the future of three very different
Time Series1. Firstly, the length and the sampling period of the time series are very
different. Secondly, the origin of each time series varies. The data and the origins, i.e.,
environment, electric load, and internet traffic, are described below in more detail. In
order to provide the participants an equal opportunity for success, the origins of the three
time series were kept secret until the end of the competition.

Data sets

Chemical descriptors of environmental condition
This series is part of a multidimensional time series of monthly averages of different

chemical descriptors of a certain area of the Baltic Sea. The series is made of 354 samples
and spans for 29.5 years. This competition data set is shown in Figure 17.1. For this time
series, the goal was to predict the next 18 values of the third time series, using the two
other one as exogenous variables.
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Figure 17.1: ESTSP 2008 competition data 1.

Traffic in a data network
The second dataset from the ESTSP 2008 competition is a univariate time series

consisting of 1300 samples that describe the daily average amount of traffic in a data
network. The competition data set 2 is shown in Figure 17.2. For this time series, the
goal was to predict the next 100 values of the time series.

Electric load
The third dataset was a univariate time series consisting of 31614 samples that describe

the daily average amount of eletric load. The competition data set 2 is shown in Figure
17.3. For this time series, the goal is the prediction of the next 200 values of the time
series.

1The data sets can be downloaded from
http://www.cis.hut.fi/projects/tsp/index.php?page=timeseries.
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Figure 17.2: ESTSP 2008 competition data 2.
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Figure 17.3: ESTSP 2008 competition data 3.

Results

Twenty sets of predictions have been submitted to the competition. The results in Table
17.1 present the Normalized Test Mean Squared Error for the 3 predictions respectively.
We present only the results of the participants that agreed to have their results published.
The winners of the competition were Rubio, Herrera, Pomares, Rojas and Guillen.

Summary of the Best Papers

The papers can be classified in 3 distinct categories:

1. The authors that participated to the competition.

Kourentzes Bontempi Olteanu Wyffels Espinoza Adeodato Rubio Montesino
Data 1 0.07 0.12 0.19 0.157 0.112 0.151 0.079 0.16
Data 2 0.212 0.431 0.359 0.529 0.266 0.49 0.208 0.4
Data 3 0.25 1.802 1.655 1.582 0.464 1.611 0.036 1.344
Total 0.178 0.785 0.735 0.756 0.281 0.751 0.107 0.635

Table 17.1: Competition Results: Test NMSE for Each Data Set.
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2. The papers that presents new methods for the analysis and/or prediction of Time
Series but did not participate in the competition.

3. The papers that participated in the ESTSP08-AKRR’08 Special Session on Predic-
tion for Finance organized by Prof. Eric Séverin.

Competition Papers

Crone and Kourentzes propose a data driven, fully automated methodology to specify
multilayer perceptrons for time series prediction using a combination of iterative (neural
network) filters and wrappers. Their approach is capable of identifying unknown time
series frequencies, multiple overlying seasonality, and additional relevant features without
human expert intervention. The approach has shown promising performance in forecasting
by ranking second in the ESTSP competition.

Pouzols and Barriga deal with an automatic methodology for clustering-based fuzzy
inference models. A number of clustering methods are compared and an extension of Im-
proved Clustering for Function Approximation is proposed. The appraoch yields compact
models and its accuracy and speed compare favorably against MLP, LS-SVM and ELM
models for a diverse set of time series benchmarks.

Ben Taieb, Sorjamaa and Bontempi present a new multiple-output approaches
for Multi-Step-Ahead Time Series Forecasting and compares it to state-of-the-art ap-
proaches. The extensive validation made with the series of the NN3 competition shows
that the multiple-output paradigm is very promising and able to outperform conventional
techniques.

Reservoir Computing has been shown to perform well in chaotic time series prediction.
Wyffels and Schrauwen extend these results by a comparison of multiple Reservoir
Computing strategies for time series prediction (including research on regularization, in-
fluence of reservoir size and decomposition) in the domain of noisy, seasonal time series
prediction for industrial purposes. They compare their approach to standard approaches
such as ARIMA modeling and NAR modeling using LS-SVMs.

Rubio, Herrera, Pomares, Rojas and Guillen present a kernelized version of the
weighted k-nearest neighbours method (KWKNN) for regression problems and address
the creation of specific-to-problem kernels for time series data. This unified framework
for kernel and k-nearest neighbours methods allows for a comparison of KWKNN with
LSSVM using time series prediction examples with interesting results. Additionally, a
parallel implementation of KWKNN, developed in order to speed up the method and
make it practical for large datasets, is proposed and applied to a large scale problem.

General Papers

Sovilj, Sorjamaa, Yu, Miche and Séverin present a methodology for long-term time
series prediction that can also be applied to standard regression tasks. The methodol-
ogy consists of two main steps: (1) input variable scaling or projection with Delta Test,
optimized with Genetic Algorithm, and (2) prediction on the projected data using two
models, Optimally-Pruned Extreme Learning Machine and Optimally-Pruned k-Nearest
Neighbors. The methodology is tested on two time series prediction tasks and one financial
regression problem.

Nybo provides an applied perspective from the petroleum industry. Normally con-
servative, this industry nonetheless shows an increasing interest in machine learning and
data mining. The paper gives a taste of the new opportunities in this industry and goes
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on to show how a successful choice of machine learning algorithms becomes governed by
the industry’s work processes and the user’s behavioural mode.

Souza and Barreto provide a comprehensive performance evaluation of the use of
vector quantization (VQ) algorithms to building local models for inverse system identifi-
cation. Statistical hypothesis testing is carried out through the Kolmogorov-Smirnov test
in order to study the influence of the VQ algorithms on the performances of the local
models. Tests on four benchmarking input-output time series reveal that the resulting
local models achieve performances superior to standard global MLP-based model.

Lemke and Gabrys describe how the performance of the time series forecasting
algorithms differ depending on the data set used. However, for a limited data set of
similar time series, it can be possible to determine one particular method or combination
of methods that performs best. Following this idea, the article presents an empirical study
extracting characteristics of time series in order to generate domain knowledge. This
knowledge is then used to dynamically select or combine different forecasting algorithms.

Mateo, Sovilj and Gadea present a method that uses genetic algorithms to select
an optimum set of input variables that minimizes the Delta Test on a dataset. The nearest
neighbor computation has been speeded up by using an approximate method. The scaling
and projection of variables has been addressed to improve the interpretability.

Guillen, Herrera, Rubio, Pomares, Lendasse and Rojas present a totally new
approach for the problem of filtering the outliers, reducing the noise and defining a good
subset of samples. The approach is based in the concept of Mutual Information with the
advantage of just having one parameter to be tuned. The simple idea is efficient and easy
to implement, providing satisfactory results within a wide range of problems.

Korpela, Mäkinen, Nöjd, Hollmén and Sulkava present a Markov-switching
autoregressive model. Its performance is compared with other statistical and machine
learning methods in a new kind of real-world change detection problem with environmental
time-series.

Financial Prediction Papers

du Jardin presents two main results. It is shown that a neural-network-based model for
predicting bankruptcy performs better when designed with appropriate variable selection
techniques than when designed with methods commonly used in the financial literature.
Furthermore, it has been found that there is a relationship between the structure of a
prediction model and its ability to reduce Type I errors.

Séverin deals with the advantages of the self-organizing map algorithm in the field of
corporate finance. Not only the SOM method is able to improve the classical method for
bankruptcy prediction but it also questions the scoring models.
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17.3 Tools for long-term prediction of time series

Amaury Lendasse, Yu Qi, Yoan Miche, Emil Eirola, Dusan Sovilj, Olli Simula
and Antti Sorjamaa

The time series prediction problem is the prediction of future values based on the previous
values and the current value of the time series (see Equation 17.1).

ŷt+1 = f1(yt, yt−1, ..., yt−M+1). (17.1)

The previous values and the current value of the time series are used as inputs for
the prediction model. One-step ahead prediction is needed in general and is referred as
Short-Term Prediction. But when multi-step ahead predictions are needed, it is called
Long-Term Prediction problem.

Unlike the Short-Term time series prediction, the Long-Term Prediction is typically
faced with growing uncertainties arising from various sources. For instance, the accumula-
tion of errors and the lack of information make the prediction more difficult. In Long-Term
Prediction, performing multiple steps ahead prediction, there are several alternatives to
build models. Two variants of prediction strategies are studied and compared:the Direct
(see Equation 17.2) and the Recursive Prediction Strategies (see Equation 17.1).

ŷt+k = fk(yt, yt−1, ..., yt−M+1). (17.2)

In order to perform Long-Term Prediction, several tools have been studied and devel-
oped:

• Nonparametric noise estimation

• Imputation of Missing Data

• OP-ELM and Ensembles of ELM
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17.4 Nonparametric noise estimation

Elia Liitiäinen, Francesco Corona, Emil Eirola, Olli Simula and Amaury
Lendasse

The residual variance estimation problem (or Nonparametric noise Estimation) is well-
known in machine learning and statistics under various contexts. Residual variance esti-
mation can be viewed as the problem of estimating the variance of the part of the output
that cannot be modeled with the given set of input variables. This type of information
is valuable and gives elegant methods to do model selection. While there exist numerous
applications of residual variance estimators to supervised learning, time series analysis and
machine learning, it seems that a rigorous and general framework for analysis is still miss-
ing. For example, in some publications the theoretical model assumes additive noise and
independent identically distributed (iid) variables. The principal objective of our work
is to define such a general framework for residual variance estimation by extending its
formulation to the non-iid case. The model is chosen to be realistic from the point of view
of supervised learning. Secondly, we view two well-known residual variance estimators,
the Delta test and the Gamma test in the general setting and we discuss their convergence
properties.

Contributions:

Minimizing the Delta test for variable selection in regression problems

There exists a wide variety of models that are able to approximate any function such
as Radial Basis Function Neural Networks , Multilayer Perceptrons, Fuzzy Systems ,
Gaussian Process , Support Vector Machines (SVM) and Least Square SVM, etc. however,
they all suffer from the Curse of Dimensionality. As the number of dimensions d grows,
the number of input values required to sample the solution space increases exponentially,
this means that the models will not be able to set their parameters correctly if there
are not enough input vectors in the training set. Many real life problems present this
drawback since they have a considerable amount of variables to be selected in comparison
to the few number of observations. Thus, efficient and effective algorithms to reduce the
dimensionality of the data sets are required. Another aspect that is improved by selecting
a subset of variables is the interpretability of the designed systems.
The literature presents a wide number of methodologies for feature or variable selection
although they have been focused on classification problems. Therefore, specific algorithms
for regression must be designed. Recently, it has been demonstrated in how the Delta Test
(DT) is a quite powerful tool to determine the quality of a subset of variables. The latest
work related to feature selection using the DT consisted in the employment of a local
search technique such as Forward-Backward. However, there are other alternatives that
allow to perform a global optimization of the variable selection like Genetic Algorithms
(GA) and Tabu Search (TS). One of the main drawbacks of using global optimization
techniques is their computational cost. Nevertheless, the latest advances in computer
architecture provide powerful clusters without requiring a large budget, so an adequate
parallelization of these techniques might ameliorate this problem. This is quite important
in real life applications where the response time of the algorithm must be acceptable from
the perspective of a human operator. Our reserach proposes several new approaches to
perform variable selection using the DT as criterion to decide if a subset of variables is
adequate or not. The new approaches are based in local search methodologies, global
optimization techniques and the hybridization of both [2].
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Residual variance estimation in machine learning

The problem of residual variance estimation consists of estimating the best possible gen-
eralization error obtainable by any model based on a finite sample of data [3, 4, 5]. Even
though it is a natural generalization of linear correlation, residual variance estimation
in its general form has attracted relatively little attention in machine learning. In our
research, we examine four different residual variance estimators and analyzed their prop-
erties both theoretically and experimentally to understand better their applicability in
machine learning problems. The theoretical treatment differs from previous work by be-
ing based on a general formulation of the problem covering also heteroscedastic noise
in contrary to previous work, which concentrates on homoscedastic and additive noise.
Secondly, we demonstrate practical applications in input and model structure selection.
The experimental results show that using residual variance estimators in these tasks gives
good results often with a reduced computational complexity, while the nearest neighbor
estimators are simple and easy to implement.
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17.5 Imputation of missing data in climatology and finance

Antti Sorjamaa, Olli Simula and Amaury Lendasse

Meteorology and climate research are two rapidly growing fields with an increasing need
for accurate and large measurement datasets. The African continent represents a clear
example of the current challenges in these fields. The drought and humidity imbalance
create extreme conditions for both the people on the continent and the very necessary
research. Lake Tanganyika is located in the African Rift in the center of the African con-
tinent. It is an important source of proteins for the people around it and the fish industry
provides not only the food for the people, but also gives thousands of workers a job.
The importance to the people and the extraordinary size and shape of the lake make it
really valuable for the climate research, but the size brings also difficulties. The size and
the shape of the lake make it hard to adequately measure the bio-geo-hysical parameters,
such as surface temperature. But due to the current political and economical situation
in Africa, the satellite is the only valid option. The data measured by satellite includes a
vast number of missing values, due to clouds, technical difficulties and even heavy smoke
from forest fires. The missing values make a posteriori modeling a difficult problem and
the filling procedure a mandatory preprocessing step before climate modeling.
A great number of methods have been already developed for solving the problem by filling
the missing values, for example, Kriging and several other Optimal Interpolation methods,
such as Objective Analysis. One of the emerging approaches for filling the missing values
is the Empirical Orthogonal Functions (EOF) methodology. The EOF is a deterministic
methodology, enabling a linear projection to a high-dimensional space. Moreover, the
EOF models allow continuous interpolation of missing values even when a high percentage
of the data is missing. In our research, an improvement to the standard EOF method is
presented, called EOF Pruning. It enhances the accuracy of the EOF methodology and
even speeds up the calculation process [6].
Academics as well as practitioners often face the problem of missing data in financial
time series. Non-quotation date, too recent inception date, intention not to report a bad
performance or mistake of data provider are some of the reasons why missing values oc-
cur recurrently in financial databases. Moreover, in order to achieve good performance,
most financial models need complete and cylindrical samples. Thus, most of the time,
imputation methods have to be applied before running the model. A number of methods
have been developed to solve the problem and fill the missing values, both commercial
and academical. The methods in both sectors can be classified into two distinct categories
: deterministic methods and stochastic methods. Self-Organizing Maps (SOM) aim to
ideally group homogeneous individuals, highlighting a neighborhood structure between
classes in a chosen lattice. The SOM algorithm is based on unsupervised learning princi-
ple where the training is entirely stochastic, data-driven. No information about the input
data is required. Recent approaches propose to take advantage of the homogeneity of the
underlying classes for data completion purposes. Furthermore, the SOM algorithm allows
projection of high-dimensional data to a low-dimensional grid. Through this projection
and focusing on its property of topology preservation, SOM allows nonlinear interpolation
for missing values.
Empirical Orthogonal Functions (EOF) are deterministic models, enabling linear projec-
tion to high-dimensional space. They have also been used to develop models for finding
missing data. Moreover, EOF models allow continuous interpolation of missing values, but
are sensitive to the initialization. Our research proposes a new method, which combines
the advantages of both the SOM and the EOF. The nonlinearity property of the SOM
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is used as a de-noising tool and then continuity property of the EOF method is used to
recover missing data efficiently [7].
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17.6 OP-ELM and ensembles of ELM

Yoan Miche, Antti Sorjamaa, Mark van Heeswijk, Tiina Lindh-Knuutila, Timo
Honkela, Erkki Oja, Olli Simula and Amaury Lendasse

,
The amount of information is increasing rapidly in many fields of science. It creates

new challenges for storing the massive amounts of data as well as to the methods, which
are used in the data mining process. In many cases, when the amount of data grows, the
computational complexity of the used methodology also increases.
Feed-forward neural networks are often found to be rather slow to build, especially on
important datasets related to the data mining problems of the industry. For this reason,
the nonlinear models tend not to be used as widely as they could, even considering their
overall good performances. The slow building of the networks comes from a few simple
reasons; many parameters have to be tuned, by slow algorithms, and the training phase
has to be repeated many times to make sure the model is proper and to be able to per-
form model structure selection (number of hidden neurons in the network, regularization
parameters tuning. . . ).
Guang-Bin Huang et al. propose an original algorithm for the determination of the weights
of the hidden neurons called Extreme Learning Machine (ELM). This algorithm decreases
the computational time required for training and model structure selection of the network
by hundreds. Furthermore, the algorithm is rather simplistic, which makes the implemen-
tation easy.
In our research, a methodology called Optimally-Pruned ELM (OP-ELM), based on the
original ELM, is proposed. The OP-ELM methodology is compared using several experi-
ments and two well-known methods, the Least-Squares Support Vector Machine (LS-SVM)
and the Multilayer Perceptron (MLP). Finally, a toolbox for performing the OP-ELM has
been developed [8].

Ensembles of ELM have also been used for Time Series Prediction. A large number of
application areas of time series prediction involve nonstationary phenomena. Therefore,
contrary to the stationary case, one cannot assume that one can use what has been learned
from past data and one has to keep learning and adapting the model as new samples arrive.
Possible ways of doing this include: 1) retraining the model repeatedly on a finite window
of past values and 2) using a combination of different models, each of which is specialized
on part of the state space.
Besides the need to deal with nonstationarity, another motivation for such an approach is
that one can drop stationarity requirements on the time series. This is very useful, since
often we cannot assume anything about whether or not a time series is stationary.
Ensemble methods have been applied in various forms (and under various names) to
time series prediction, regression and classification. A non-exhaustive list of literature
that discusses the combination of different models into a single model includes bagging,
boosting, committees, mixture of experts, multi-agent systems for prediction, classifier
ensembles, among others.
In order to construct the ensemble model, a number of Extreme Learning Machines (ELMs)
of varying complexity are generated, each of which is individually trained on the data.
After training, these individual models are combined in an ensemble model. The output
of the ensemble model is a weighted linear combination of the outputs of the individual
models. During the test phase, the ensemble model adapts this linear combination over
time with the goal of minimizing the prediction error: whenever a particular model has
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bad prediction performance (relative to the other models) its weight in the ensemble is
decreased, and vice versa. In our first experiments, we tested the performance of this
adaptive ensemble model in repeated one-step ahead prediction on a time series that is
known to be stationary (the Santa Fe A Laser series). The main goal of this experiment is
to test the robustness of the model and to investigate the different parameters influencing
the performance of the model. In the second experiments, the model is applied to another
time series (Quebec Births) which is nonstationary and more noisy than the Santa Fe time
series [9].
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17.7 Chemoinformatics

Francesco Corona, Elia Liitiäinen, Tuomas Kärnä, Olli Simula and Amaury
Lendasse

Many analytical problems related to spectrometry require predicting a quantitative vari-
able through a set of measured spectral data. For example, one can try to predict a
chemical component concentration in a product through its measured infrared spectrum.
In recent years, the importance of such problems in various fields including the pharma-
ceutical, food and textile industries have grown dramatically. The chemical analysis by
spectrophotometry rests on the fast acquisition of a great number of spectral data (several
hundred, even several thousands).

In spectrometric problems, one is often faced with databases having more variables
(spectra components) than samples; and almost all models use at least as many parameters
as the number of input variables. These two problems, colinearity and risk of overfitting,
already exist in linear models. However, their effect may be even more dramatic when
nonlinear models are used (there are usually more parameters than in linear models, and
the risk of overfitting is higher). In such high-dimensional problems, it is thus necessary
to use a smaller set of variables than the initial one.

We have proposed methods to select spectral variables by using concepts from infor-
mation theory [10, 11, 12, 13, 14]:

• the measure of mutual information

• the measure of topological relevance on the Self-Organizing Map

• the Functional Data Analysis (FDA)

• Nonparametric Noise Estimation

One particular application has been studied in the field of Oil Production.
In this industrial application, there has been applied process data. The aim has been

to get new empirical modeling tools, which are based on information technology. The
outcome has been emphasized on tools, which are suitable in fast data mining from large
data sets. The test cases have included:

• Analysis of instrumental data, on-line monitoring data and quality data

• Non-linear processes

• Identification of delays between stages in industrial processes

• Robust variable selection methods
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17.8 Steganography and steganalysis

Yoan Miche, Amaury Lendasse, Patrick Bas and Olli Simula

Steganography has been known and used for a very long time, as a way to exchange
information in an unnoticeable manner between parties, by embedding it in another, ap-
parently innocuous, document. For example, during the 80’s, Margaret Thatcher decided
to have each word processor of the government’s administration members changed with
an unique word spacing for each, giving a sort of invisible signature to documents. This
was done to prevent the continuation of sensitive government information leaks.

Nowadays steganographic techniques are mostly used on digital contents. The on-
line newspaper, Wired News, reported in one of its articles on steganography that several
steganographic contents have been found on web-sites with very large image database such
as eBay.

Most of the time research about steganography is not as much to hide information, but
more to detect that there is hidden information. This reverse part of the steganography
is called steganalysis and is specifically aimed at making the difference between genuine
documents, and steganographied – called stego – ones. Consequently, steganalysis can be
seen as a classification problem where the goal is to build a classifier able to distinguish
these two sorts of documents.

During the steganographic process, a message is embedded in an image so that it is as
undetectable as possible. Basically, it uses several heuristics in order to guarantee that the
statistics of the stego content (the modified image) are as close as possible to the statistics
of the original one. Afterwards, steganalysis techniques classically use features extracted
from the analyzed image and an appropriately trained classifier to decide whether the
image is genuine or not.

In our work, a widely used and known set of 193 image features has been used. The-
ses features consider statistics of JPEG compressed images such as histograms of DCT
coefficients for different frequencies, histograms of DCT coefficients for different values,
global histograms, blockiness measures and co-occurrence measures. The main purpose of
this high number of features is to obtain a model able to detect about any steganographic
process.

The usual process in steganalysis is then to train a classifier according to the extracted
features. Consequently a set of 193 features for each image of the database is obtained,
giving an especially high dimensionality space for classifiers to work on. Earlier research
about these high dimensionality spaces has shown that a lot of issues come out when the
number of features is as high as this one.

The main idea behind the carried out work [15, 16] is to give insights on proper
handling and use of such high dimensionality datasets; indeed, these are very common
in the steganography/steganalysis field and users tend not to respect basic principles
(for example having a sufficient number of samples regarding the dimensionality of the
problem).
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17.9 Bankruptcy prediction

Yu Qi, Laura Kainulainen, Eric Severin, Olli Simula and Amaury Lendasse

Bankruptcies are not only financial but also individual crises which affect many lives. Al-
though unpredictable things may happen, bankruptcies can be predicted to some extent.

This is important for both the banks and the investors that analyze the companies,
and for the companies themselves. The aim of our research is to see, whether new machine
learning models combined with variable selection perform better than traditional models:
Linear Discriminant Analysis, Least Squares Support Vector Machines and Gaussian Pro-
cesses. They form a good basis for comparison, since LDA is a widely spread technique in
the financial tradition of bankruptcy prediction, LSSVM is an example of Support Vector
Machine classifiers and Gaussian Processes is a relatively new Machine Learning method.

Since all the possible combinations of the variables cannot be evaluated due to time
constraints, forward selection may offer a fast and accurate solution for finding suitable
variables.

Our main results can be found in [17, 18, 19].
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A. On the quantization error in SOM vs. VQ:
A critical and systematic study

Teuvo Kohonen, Ilari T. Nieminen, and Timo Honkela

The self-organizing map (SOM) is related to the classical vector quantization (VQ). Like
in the VQ, the SOM represents a distribution of input data vectors using a finite set of
models. In both methods, the quantization error (QE) of an input vector can be expressed,
e.g., as the Euclidean norm of the difference of the input vector and the best-matching
model.

Some attempts have been made to compare the quantization errors in the SOM vs.
the same errors in VQ. It is usually taken as self-evident that if, for instance, the models
or ”codebook vectors” are optimized in the VQ so that the sum of the squared QEs is
minimized for given training vectors, it will be impossible to find any other set of models
that produces a smaller rms QE (square root of the mean square of QE over independent
test data). Thus the rms QE also in the SOM is supposed to be larger. Therefore it has
come as a surprise that the rms QE of the SOM may sometimes be smaller than that of
the VQ (cf., e.g., [1] and [6]).

We have found out that this effect depends most strongly on the ratio of the number
of training vectors and the number of model vectors. If this ratio is small, on the order of
small integers, the rms QE of the SOM is usually smaller than that of the VQ. However, the
training vectors must also have a significant local variance in sufficiently many dimensions.

Artificial data

The first experiment was carried out with artificially generated, normally distributed ran-
dom data with zero mean and identity covariance, and a 10x14 SOM. The ratio of the
QEs in the SOM and the VQ with 140 codebook vectors is displayed as a function of the
number of training vectors per model. Fig. I.4 represents the results. With the input
dimensionality 10 the rms QE of the VQ was always smaller. For the dimensionalities 20
and 50 , the ”break even” point (where the rms QEs of the SOM and the VQ are equal)
occurred at the argument value 12.2 Below this point, the rms QE was always smaller in
the SOM. The lower limit of the input dimensionalities for this effect to occur seems to
exist between 10 and 20.

ISOLET data

The input vectors in this experiment consisted of 617 acoustic features extracted from
spoken letters of the English alphabet [2]. In order to achieve a sufficient statistical
accuracy, the repeated holdout validation was used. In it, a number of training samples is
picked up at random from the available data set, while the rest of it is set aside for testing.

In the ISOLET experiment we had 7797 input vectors available. For instance, with
the SOM array size 10x14 = 140 and the argument value 50, we selected M = 140x50
= 7000 samples at random from the basic data set for the construction of one SOM/VQ
pair, while the rest was set aside for testing. At lower argument values, less data are
needed for the construction of a SOM/VQ pair, whereupon more data can be reserved
for testing. This random selection of the training vectors was repeated 20 times for every
argument value, and a new SOM/VQ pair was constructed every time. The averages over
the repeated evaluations of the rms QEs were then formed for every argument value.
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Figure I.4: Ratio of the rms QEs in the SOM and the VQ for the artificially generated
random-data set, as a function of the number of training vectors per model, and for the
dimensionalities 10, 20, and 50, respectively. The number of models was 140.
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Figure I.5: Ratio of the rms QEs in the SOM and the VQ for the ISOLET data set, as a
function of the number of training vectors per model and for 140 models.

In Fig. I.5 we display the ratio of the rms QEs in the SOM and in the VQ as a function
of the number of training vectors per model. It can be seen that the ”break even” point
(at which the rms QEs in the SOM and the VQ are equal) is about 3.7. It is to be noted
that the ”effective dimensionality” or ”fractal dimension” of real data is always much less
than the true input dimensionality.

Reuters data

Our third experiment was based on the text corpus collected by the Reuters Corp. No
original documents were available to us, but Lewis et al. [4] have prepared a test data
set on the basis of this corpus for benchmarking purposes, preprocessing the textual data,
removing the stop words, and reducing the words into their stems. The input vectors,
with the true dimensionality of 233, were formed as weighted word histograms.

The general arrangement of this experiment was similar to that with the ISOLET data.
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Figure I.6: Ratio of the rms QEs in the SOM and the VQ for the Reuters data set, as a
function of the number of training vectors per model and for 140 models.

This time we had only 4000 input samples (documents) available. The averaged results
are shown in Fig. I.6 for the SOM array size 10x14. The ”break even” point was about
2.45.

Discussion

An explanation of the observed effect seems to ensue from statistics. Each model vector
in the VQ is determined as the average of those training vectors that are mapped into the
same Voronoi domain as the model vector. On the contrary, each model vector of the SOM
is determined as a weighted average of all of those training vectors that are mapped into
the ”topological” neighborhood around the corresponding model. The number of training
vectors mapped into the neighborhood of a SOM model is generally much larger than that
mapped into a Voronoi domain around a model in the VQ. Since the SOM model vectors
are then determined with a significantly higher statistical accuracy, the Voronoi domains
of the SOM are significantly more regular, and the resulting rms QE may then be smaller
than in the VQ. For a more detailed discussion, see [3].
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J. Pŕıncipe and R. Miikkulainen, editors, Advances in Self-Organizing Maps (pro-
ceedings of WSOM 2009), pages 237–245, Berlin Heidelberg, 2009. Springer.



232 Publications of the Adaptive Informatics Research Centre

[130] J. Peltonen, H. Aidos, and S. Kaski. Supervised nonlinear dimensionality reduc-
tion by neighbor retrieval. In Proceedings of ICASSP 2009, the IEEE International
Conference on Acoustics, Speech, and Signal Processing, pages 1809–1812. IEEE,
2009.

[131] J. Peltonen, M. A. Uusitalo, and J. Pajarinen. Nano-scale fault tolerant machine
learning for cognitive radio. In J. C. Principe, D. Erdogmus, and T. Adali, edi-
tors, Proceedings of IEEE International Workshop on Machine Learning for Signal
Processing, pages 163–168, Cancún, Mexico, Oct. 2008.

[132] J. Peltonen, J. Venna, and S. Kaski. Visualizations for assessing convergence and
mixing of Markov chain Monte Carlo simulations. Computational Statistics and Data
Analysis, 53:4453–4470, 2009.

[133] J. Pohjalainen, H. Kallasjoki, P. Alku, K. Palomäki, and M. Kurimo. Weighted
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[142] K. Puolamäki and S. Kaski. Bayesian solutions to the label switching problem.
In N. Adams, C. Robardet, A. Siebes, and J.-F. Boulicaut, editors, Advances in
Intelligent Data Analysis VIII, Proceedings of the 8th International Symposium on
Intelligent Data Analysis, IDA 2009, pages 381–392, Berlin, 2009. Springer.

[143] J. Pylkkönen. Investigations on discriminative training in large scale acoustic model
estimation. In Proceedings of Interspeech, pages 220–223, 2009.

[144] T. Raiko, P. Haikonen, and J. V. editors, editors. AI and Machine Conscious-
ness, Proceedings of the 13th Finnish Artificial Intelligence Conference (STeP 2008).
Finnish Artificial Intelligence Society, Espoo, Finland, August 2008.

[145] T. Raiko, A. Ilin, and J. Karhunen. Principal component analysis for sparse high-
dimensional data. In Proceedings of the 14th International Conference on Neural
Information Processing (ICONIP 2007), pages 566–575, Kitakyushu, Japan, 2008.

[146] T. Raiko and J. Peltonen. Application of uct search to the connection games of
hex, y, *star, and renkula! In Proc. of the Finnish Artificial Intelligence Conference
(STeP 2008), pages 89–93, Espoo, Finland, August 2008.
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textual information in multimedia retrieval. Neurocomputing, 71(13–15):2576–2586,
2008.
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